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Abstract 

This article aims to treat the nonlinear control problem for the complex dynamics of a wave 

energy unit (WEC) that consists of a Permanent Magnet Linear Synchronous Generator 

(PMLSG) and a Voltage Source Converter (VSC). The article has developed a globally stable 

nonlinear optimal control method for this wave power generation unit. The new method 

avoids complicated state-space model transformations and minimizes the energy dispersion 

by the control loop. A novel nonlinear optimal control method is proposed for the dynamic 

model of a wave energy conversion system, which includes a Permanent Magnet Linear 
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Synchronous Generator (PMLSG) serially connected with an AC/DC three-phase voltage 

source converter (VSC). The dynamic model of this renewable energy system is formulated 

and differential flatness properties are proven about it. To apply the proposed nonlinear 

optimal control, the state-space model of the PMLSG-VSC wave energy conversion unit 

undergoes an approximate linearization process at each sampling instance. The linearization 

procedure relies on a first-order Taylor-series expansion and involves the computation of the 

system’s Jacobian matrices. It takes place at each sampling interval around a temporary 

operating point, which is defined by the present value of the wave energy conversion unit’s 

state vector and by the last sampled value of the control inputs vector. An H-infinity feedback 

controller is designed for the linearized model of the wave energy conversion unit. To 

compute the feedback gains of this controller, an algebraic Riccati equation is repetitively 

solved at each time step of the control algorithm. The global stability properties of the control 

scheme are proven through Lyapunov analysis. 

Keywords  

Wave energy conversion; permanent magnet linear synchronous generator; AC/DC voltage 

source converter; differential flatness-properties; nonlinear optimal control; H-infinity control; 

approximate linearization; Taylor-series expansion; Jacobian matrices; Riccati equation; 

Lyapunov analysis; global stability 

 

1. Introduction 

Electric power generation from wave power is a promising solution for covering the continuously 

growing energy needs in an environmentally friendly and without-pollution manner [1-4]. However, 

forces caused by waves vary in amplitude and frequency, and the voltage outputs produced by 

power generators receiving such actuation are not directly usable by the primary electricity grid [5-

8]. To align the voltage outputs of power generators with the power grid, Voltage Source Converters 

(VSCs) must be connected to them [9-12]. Wave energy conversion utilizing Permanent Magnet 

Linear Synchronous Generators (PMLSGs) and AC/DC Voltage Source Converters (VSCs) enables 

efficient harnessing of wave energy and the generation of substantial electric power, which can be 

integrated into the electricity grid [13-16]. Controlling the motion of such a generator under wave-

induced excitation is a non-trivial task that necessitates sophisticated nonlinear control algorithms 

[17-20]. Besides, controlling AC/DC voltage source converters to synchronize wave power units with 

the main electricity grid is a delicate procedure requiring advanced nonlinear control methods [21-

23]. 

Additionally, control of the integrated wave power generation systems, which comprise PMLSGs 

serially connected to VSCs, is a subtle task that should compensate for the complicated nonlinear 

dynamics and multivariable structure of these energy conversion units [24-27]. Among recent 

results in PMLSG and VSC-based wave power conversion systems, one can distinguish methods for 

maximizing the amount of wave power finally converted to exploitable electric power [28-32]. 

Several other results exist on the stabilization of WECs and on the VSC-based integration of these 

power units to the electricity grid [33-37]. 
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In this article, a novel nonlinear optimal control method is developed for the dynamic model a 

wave energy conversion unit that includes a Permanent Magnet Linear Synchronous Generator 

(PMLSG) serially connected to a three-phase AC/DC Voltage Source Converter (VSC) [38-40]. The 

dynamic model of the integrated PMLSG-VSC-based power unit is presented in state-space form, 

and differential flatness properties are proven about it. Differential flatness is also an implicit proof 

of the system’s controllability and its input-output linearizability [39]. Indeed, through successive 

differentiations of the power unit’s flat outputs, this system is transformed into the input-output 

linearized form, and a stabilizing feedback controller is developed about it using the eigenvalues 

assignment technique. Applying the nonlinear optimal control schemes mentioned above can help 

avoid the complicated and elongated state-space model transformations characteristic of this 

control method. In the article’s nonlinear optimal control approach, the dynamic model of the 

PMSLG-VSC-based wave energy conversion system undergoes first approximate linearization 

through Taylor series expansion [41-44]. This approximate linearization process occurs at each 

sampling instance around a time-varying operating point defined by the present value of the 

system’s state vector and the last sampled value of the control inputs vector. The linearization 

primarily relies on computing the system’s Jacobian matrices and updating them at each sampling 

interval. The modeling error arising from the truncation of higher-order terms in the Taylor series is 

regarded as a perturbation that is asymptotically compensated for by the robustness of the control 

algorithm. 

A stabilizing H-infinity feedback controller is designed for the approximately linearized PMSLG-

VSC-based wave energy conversion unit model. This controller solves the optimal control problem 

for the wave energy conversion system under model uncertainty and external perturbations. It 

represents a min-max differential game between (i) the control inputs, which try to minimize a 

quadratic function of the state vector’s tracking error, and (ii) the model uncertainty or perturbation 

terms, which try to maximize this cost function. To compute the controller’s gains, an algebraic 

Riccati equation is solved repetitively at each time step of the control method [45-47]. The global 

stability properties of this control scheme are demonstrated through Lyapunov analysis. Initially, it 

is established that the control loop satisfies the H-infinity tracking performance criterion, indicating 

significant robustness to model uncertainties and external perturbations [48-50]. 

Moreover, global asymptotic stability for this control approach is shown to hold under moderate 

conditions. Thus, the nonlinear optimal control method achieves fast and accurate tracking of 

reference setpoints by the state variables of the wave energy conversion system under moderate 

variations of the control inputs [38-40]. Finally, the H-infinity Kalman Filter is used as a robust state 

estimator to implement state estimation-based control without the need to measure the entire 

state vector of the power unit. 

The nonlinear optimal control method has several advantages compared to other nonlinear 

control schemes one could have considered for the dynamic model of the PMLSG-VSC wave energy 

conversion unit: (1) unlike global linearization-based control approaches, such as Lie algebra-based 

control and differential flatness theory-based control, the optimal control approach does not rely 

on complicated transformations (diffeomorphisms) of the system’s state variables. Besides, the 

computed control inputs are applied directly to the initial nonlinear model of the PMSMG-VSC wave 

energy conversion unit and not to its linearized equivalent. The inverse transformations met in 

global linearization-based control are avoided, and consequently, one does not come against the 

related singularity problems. (2) Unlike Model Predictive Control (MPC) and Nonlinear Model 
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Predictive Control (NMPC), the proposed control method is of proven global stability. It is recognized 

that MPC is a linear control approach, and if applied to the nonlinear dynamics of the wave energy 

conversion unit, the stability of the control loop may be compromised. Besides, in NMPC, the 

convergence of its iterative search for an optimum depends on initialization and parameter value 

selection. Consequently, the global stability of this control method cannot always be assured. (3) 

Unlike sliding-mode control and backstepping control, the proposed optimal control method does 

not require the state-space description of the system to be found in a specific form. Regarding 

sliding-mode control, when the controlled system is not in the input-output linearized form, defining 

the sliding surface can be an intuitive procedure. Regarding backstepping control, it is known that it 

cannot be directly applied to a dynamical system if the related state-space model is not in the 

triangular (backstepping integral) form. (4) unlike PID control, the proposed nonlinear optimal 

control method is of proven global stability; the selection of the controller’s parameters does not 

rely on a heuristic tuning procedure, and the stability of the control loop is assured in the case of 

changes of operating points, (5) unlike multiple local models-based control the nonlinear optimal 

control method uses only one linearization point and needs the solution of only one Riccati equation 

to compute the stabilizing feedback gains of the controller. Consequently, regarding computation 

load, the proposed control method for the wave energy conversion system’s dynamics is much more 

efficient. 

The article’s structure is as follows: In Section 2, the dynamic model of the PMLSG-VSC-based 

wave energy conversion system is analyzed, and its state-space description is formulated. In Section 

3, the differential flatness properties of the PMLSG-VSC wave energy conversion system are proven, 

and a feedback controller is designed about it using transformation in the input-output linearized 

form through differentiation of the flat outputs. Section 4 defines a nonlinear optimal controller for 

the PMLSG-VSC wave energy conversion system through approximate linearization of its state-space 

model using Taylor series expansion. In Section 5, the global stability properties of the nonlinear 

optimal control method are proven through Lyapunov stability analysis. Besides, the H-infinity 

Kalman Filter is used to implement state estimation-based control. In Section 6, the performance of 

the nonlinear optimal control method for the PMSLG-VSC-based wave energy conversion system is 

tested through simulation experiments. Finally, in Section 7, concluding remarks are stated. 

2. Dynamic Model of the PMLSG-VSC Wave Energy Conversion Unit 

An overview of previously analyzed published results on the control and optimization problem 

of wave energy conversion systems is provided in Table 1. The diagram of the wave energy 

conversion unit, consisting of a Permanent Magnet Linear Synchronous Generator (PMLSG) serially 

connected to an AC/DC three-phase Voltage Source Converter (VSC), is illustrated in Figure 1. 

Table 1 Overview of research results on control and optimization of WECS. 

References Research results 

[1-4] WECS consists of multi-phase AC generators and voltage source converters 

[5-8] Use of AC generators in connection to VSCs for wave energy conversion 

[9-12] Models and operation principles of generators and converters in WECS 

[13-16] Performance of wave-to-grid configurations of wave energy conversion units 
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[17-20] Approaches to optimal control and optimized configuration of WECS 

[21-23] Control of converters for synchronizing WECS with the electricity grid 

[24-27] Control of power generation and power storage in wave energy conversion 

[28-32] Control for ensuring uninterrupted and maximized power supply from WECS 

[33-37] Modeling and control for optimizing power generation from WECS 

[38-40] New methods for nonlinear control of renewable energy systems and WECS 

 

Figure 1 Diagram of the wave energy conversion unit that comprises a Permanent 

Magnet Linear Synchronous Generator (PMLSG) serially connected to an AC/DC three-

phase voltage source converter (VSC). 

The motion of the moving part (mover) of the PMSLG is given by: 

𝑀𝑧̈ = −𝑏𝑔𝑧̇ − 𝑏𝜔𝑧̇ − 𝑘𝑠𝑧 + 𝐹𝑒 + 𝐹𝑏𝑟 (1) 

where 𝑏𝑔𝑧̇ is the friction force that resists the motion of the moving part of the tubular PMLSG, 𝑏𝑤𝑧̇ 

is the hydrodynamic resistance force that resists the motion of the buoy, 𝑘𝑠𝑧 is a spring-type force 

exerted on the buoy, 𝐹𝑒 is the excitation force due to the incident wave on the buoy, 𝐹𝑏𝑟 is a brake 

force which can decelerate the mover. Additional forces that can be included in the dynamic model 

of the motion of the PMLSG’s mover are the Archimedean (lift) force, denoted by 𝐹𝑎, applied to the 

partially submerged buoy, and the radiated forces, denoted by 𝐹𝑟 acting on the buoy due to the 

waves generated by the buoy’s oscillations [50]. 

The electromagnetic force 𝐹𝑒𝑚 which is applied to the moving part of the PMLSG because of the 

generator’s magnetic field, is given by: 

𝐹𝑒𝑚 =
3

2

𝜋

𝜏𝑝
[𝑖𝑑𝑖𝑞(𝐿𝑑 − 𝐿𝑞) − Ψ𝑃𝑀𝑖𝑞] (2) 

where 𝜏𝑝 is the poles’ pitch, 𝑖𝑑 is the d-axis component of the current in the primary (mover) part 

of the generator, 𝑖𝑞  is the q-axis component of the current in the primary (mover) part of the 
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generator, 𝐿𝑑 is the d-axis inductance at the primary (mover) part of the generator, 𝐿𝑞 is the q-axis 

inductance at the primary (mover) part of the generator, Ψ𝑃𝑀 is the magnetic flux due to permanent 

magnets. 

The dynamics of the electrical part of the Permanent Magnet Linear Synchronous Generator are 

obtained by decomposing the electric circuit of the generator in the dq rotating frame. The following 

differential equations give them [9, 50]: 

𝑣𝑑 = −𝑅𝑖𝑑 −
𝑑𝜓𝑑
𝑑𝑡

+ 𝑣𝑡
𝜋

𝜏𝑝
𝜓𝑞 (3) 

𝑣𝑞 = −𝑅𝑖𝑞 −
𝑑𝜓𝑞

𝑑𝑡
− 𝑣𝑡

𝜋

𝜏𝑝
𝜓𝑑 (4) 

where 𝑣𝑡 = 𝑧̇ is the linear velocity of the primary part (mover) of the PMSLG along the z-axis, while 

about the magnetic flux, one has the following equations. 

𝜓𝑑 = 𝐿𝑑𝑖𝑑 − 𝜓𝑃𝑀 (5) 

𝜓𝑞 = 𝐿𝑞𝑖𝑞 (6) 

Considering that the external forces applied to the PMLSG’s mover are: (i) The excitation force 

𝐹𝑒, which arises from the incidence of waves on the buoy; (ii) The brake force 𝐹𝑏𝑟 which can be 

exerted on the mover by an electrohydraulic actuator. The dynamics of the PMLSG are then given 

by the following equations [9, 50]: 

𝑧̈ = −
(𝑏𝑔 + 𝑏𝜔)

𝑀
𝑧̇ −

𝑘𝑣
𝑀
𝑧 +

3

2𝑀

𝜋

𝜏𝑝
[𝑖𝑑𝑖𝑞(𝐿𝑑 − 𝐿𝑞) − Ψ𝑃𝑀𝑖𝑞] +

𝐹𝑒
𝑀
+
𝐹𝑏𝑟
𝑀

(7) 

𝑑𝑖𝑑
𝑑𝑡
= −

𝑅

𝐿𝑑
𝑖𝑑 +

𝑧̇

𝐿𝑑

𝜋

𝜏𝑝
(𝐿𝑞𝑖𝑞) −

𝑣𝑑
𝐿𝑑

(8) 

𝑑𝑖𝑑
𝑑𝑡
= −

𝑅

𝐿𝑞
𝑖𝑞 −

𝑧̇

𝐿𝑞

𝜋

𝜏𝑝
(𝐿𝑑𝑖𝑑 −Ψ𝑃𝑀) −

𝑣𝑞

𝐿𝑞
(9) 

Next, by defining the state variables 𝑥1 = 𝑧, 𝑥2 = 𝑧̇, 𝑥3 = 𝑖𝑑, 𝑥4 = 𝑖𝑞 , and the control input 

variables 𝑢1 = 𝐹𝑏𝑟 , 𝑢2 = 𝑣𝑑 , 𝑢3 = 𝑣𝑞 the dynamic model of the PMLSG becomes. 

𝑥̇1 = 𝑥2

𝑥̇2 = −
(𝑏𝑔 + 𝑏𝜔)

𝑀
𝑥2 −

𝑘𝑣
𝑀
𝑥1 +

3

2𝑀

𝜋

𝜏𝑝
[𝑥3𝑥4(𝐿𝑑 − 𝐿𝑞) − Ψ𝑃𝑀𝑥4] +

𝐹𝑒
𝑀
+
1

𝑀
𝑢1

𝑥̇3 = −
𝑅

𝐿𝑑
𝑥3 +

𝑥2
𝐿𝑑

𝜋

𝜏𝑝
(𝐿𝑞𝑥4) −

1

𝐿𝑑
𝑢2

𝑥̇4 = −
𝑅

𝐿𝑞
𝑥4 −

𝑥2
𝐿𝑞

𝜋

𝜏𝑝
(𝐿𝑑𝑥3 −Ψ𝑃𝑀) −

1

𝐿𝑞
𝑢3 (10)

 

The diagram of the AC/DC three-phase voltage source converter is provided in Figure 2. The 

following equations describe the dynamics of the AC/DC converter. 
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Figure 2 Diagram of the three-phase AC/DC voltage source converter. 

𝐿′𝑖̇𝑑
′ = −𝑅′𝑖𝑑

′ + 𝐿′𝜔𝑑𝑞𝑖𝑞
′ + 𝑣𝑑

′ −
𝑉𝑑𝑐
2
𝜂1 (11) 

𝐿′𝑖̇𝑞
′ = −𝐿′𝜔𝑑𝑞𝑖𝑑

′ − 𝑅′𝑖𝑞
′ + 𝑣𝑞

′ −
𝑉𝑑𝑐
2
𝜂2 (12) 

𝐶𝑑𝑐𝑉̇𝑑𝑐 = −
1

𝑅𝑐
𝑉𝑑𝑐 +

3

4
𝑖𝑑
′ 𝜂1 +

3

4
𝑖𝑞
′ 𝜂2 (13) 

where 𝑖𝑑
′ , 𝑖𝑞

′  are the line currents 𝑖𝑎, 𝑖𝑏 , 𝑖𝑐 after transformation in the dq reference frame, 𝑣𝑑
′ , 𝑣𝑞

′  are 

the line voltages 𝑣𝑎 , 𝑣𝑏 , 𝑣𝑐  after transformation in the dq reference frame, 𝑉𝑑𝑐 is the voltage output 

of the converter, 𝜂1  and 𝜂2  stand for external control inputs. The resistance 𝑅′  models the line 

losses, while the resistance 𝑅𝑐  represents the converter losses. The parameter 𝐿′  denotes 

inductance, and the coefficient 𝜔𝑑𝑞 represents the grid’s frequency. 

Because of connecting the AC/DC converter to the PMLSG holds that 𝜂1 = 𝑘1𝑖𝑑
′ , 𝜂2 = 𝑘2𝑖𝑞

′ , 

where 𝑘1, 𝑘2 are constants. By defining the state variables 𝑥5 = 𝑖𝑑
′ , 𝑥6 = 𝑖𝑞

′ , 𝑥7 = 𝑉𝑑𝑐, the dynamic 

model of the AC/DC converter becomes [38]: 

𝑥̇5 = −
𝑅′

𝐿′
𝑥5 + 𝜔𝑑𝑞𝑥6 +

𝑣𝑑
′

𝐿′
−
𝑘1
2𝐿′
𝑥3𝑥7

𝑥̇6 = −𝜔𝑑𝑞𝑥5 −
𝑅′

𝐿′
𝑥6 +

𝑣𝑑
′

𝐿′
−
𝑘2
2𝐿′
𝑥4𝑥7

𝑥̇7 = −
1

𝑅𝑐𝐶𝑑𝑐
𝑥7 +

3𝑘1
4𝐶𝑑𝑐

𝑥3𝑥5 +
3𝑘2
4𝐶𝑑𝑐

𝑥4𝑥6 (14)

 

Combining the dynamic model of the PMLSG given in Eq. (10) with the dynamic model of the VSC 
given in Eq. (14), one obtains the following state-space model for the wave energy conversion unit: 
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𝑥̇1 = 𝑥2

𝑥̇2 = −
(𝑏𝑔 + 𝑏𝜔)

𝑀
𝑥2 −

𝑘𝑣
𝑀
𝑥1 +

3

2𝑀

𝜋

𝜏𝑝
[𝑥3𝑥4(𝐿𝑑 − 𝐿𝑞) − Ψ𝑃𝑀𝑥4] +

𝐹𝑒
𝑀
+
1

𝑀
𝑢1

𝑥̇3 = −
𝑅

𝐿𝑑
𝑥3 +

𝑥2
𝐿𝑑

𝜋

𝜏𝑝
(𝐿𝑞𝑥4) −

1

𝐿𝑑
𝑢2

𝑥̇4 = −
𝑅

𝐿𝑞
𝑥4 −

𝑥2
𝐿𝑞

𝜋

𝜏𝑝
(𝐿𝑑𝑥3 −Ψ𝑃𝑀) −

1

𝐿𝑞
𝑢3

𝑥̇5 = −
𝑅′

𝐿′
𝑥5 + 𝜔𝑑𝑞𝑥6 +

𝑣𝑑
′

𝐿′
−
𝑘1
2𝐿′
𝑥3𝑥7

𝑥̇6 = −𝜔𝑑𝑞𝑥5 −
𝑅′

𝐿′
𝑥6 +

𝑣𝑑
′

𝐿′
−
𝑘2
2𝐿′
𝑥4𝑥7

𝑥̇7 = −
1

𝑅𝑐𝐶𝑑𝑐
𝑥7 +

3𝑘1
4𝐶𝑑𝑐

𝑥3𝑥5 +
3𝑘2
4𝐶𝑑𝑐

𝑥4𝑥6 (15)

 

Thus, the state-space model of the wave energy conversion system can be expressed in the 

following matrix form: 

(

 
 
 
 

𝑥̇1
𝑥̇2
𝑥̇3
𝑥̇4
𝑥̇5
𝑥̇6
𝑥̇7)

 
 
 
 

=

(

 
 
 
 
 
 
 
 
 
 
 
 

𝑥2

−
(𝑏𝑔 + 𝑏𝜔)

𝑀
𝑥2 −

𝑘𝑣
𝑀
𝑥1 +

3

2𝑀

𝜋

𝜏𝑝
[𝑥3𝑥4(𝐿𝑑 − 𝐿𝑞) − Ψ𝑃𝑀𝑥4] +

𝐹𝑒
𝑀

−
𝑅

𝐿𝑑
𝑥3 +

𝑥2
𝐿𝑑

𝜋

𝜏𝑝
(𝐿𝑞𝑥4)

−
𝑅

𝐿𝑞
𝑥4 −

𝑥2
𝐿𝑞

𝜋

𝜏𝑝
(𝐿𝑑𝑥3 −Ψ𝑃𝑀)

−
𝑅′

𝐿′
𝑥5 + 𝜔𝑑𝑞𝑥6 +

𝑣𝑑
′

𝐿′
−
𝑘1
2𝐿′
𝑥3𝑥7

−𝜔𝑑𝑞𝑥5 −
𝑅′

𝐿′
𝑥6 +

𝑣𝑑
′

𝐿′
−
𝑘2
2𝐿′
𝑥4𝑥7

−
1

𝑅𝑐𝐶𝑑𝑐
𝑥7 +

3𝑘1
4𝐶𝑑𝑐

𝑥3𝑥5 +
3𝑘2
4𝐶𝑑𝑐

𝑥4𝑥6 )

 
 
 
 
 
 
 
 
 
 
 
 

+

(

 
 
 
 
 
 
 
 

0 0 0
1

𝑀
0 0

0 −
1

𝐿𝑑
0

0 0 −
1

𝐿𝑞
0 0 0
0 0 0
0 0 0 )

 
 
 
 
 
 
 
 

(

𝑢1
𝑢2
𝑢3
) (16)

 

Finally, the dynamic model of the wave energy conversion system can also be represented in the 

concise nonlinear affine-in-the-input state-space form: 

𝑥̇ = 𝑓(𝑥) + 𝑔(𝑥)𝑢 (17) 
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where 𝑥 ∈ 𝑅7×1, 𝑓(𝑥) ∈ 𝑅7×1, 𝑔(𝑥) ∈ 𝑅7×3, and 𝑢 ∈ 𝑅3×1. 

3. Differential Flatness of the PMLSG-VSC Wave Energy Conversion Unit 

3.1 Proof of Differential Flatness of the Wave Energy Conversion System 

Differential flatness for a dynamical system is confirmed if: (i) All its state variables can be 

expressed as differential functions of a subset of selected state vector elements that constitute the 

flat outputs vector; (ii) The flat outputs are differentially independent, meaning they are not 

connected through a relation in the form of an homogeneous differential equation [39]. It will be 

demonstrated that the dynamic model of the PMLSG-VSC wave energy conversion unit is 

differentially flat with the flat outputs vector: 

𝑌 = [𝑦1, 𝑦2, 𝑦3]
𝑇 = [𝑥1,

3𝐿′

4
(𝑥5
2 + 𝑥6

2) +
𝐶𝑑𝑐
2
𝑥7
2, 𝑥6]

𝑇

(18) 

By differentiating the flat output 𝑦2 and after some intermediate operations, one obtains: 

𝑦̇2 = −
3𝑅′

2
(𝑥5
2 + 𝑥6

2) −
1

𝑅𝑐′
𝑥7
2 +

3𝐿′

2
𝑣𝑑𝑥5 +

3𝐿′

2
𝑣𝑞𝑥6 (19) 

Besides from the definition of the flat output 𝑦2 =
3𝐿′

4
(𝑥5
2 + 𝑥6

2) +
𝐶𝑑𝑐

2
𝑥7
2 and after solving for 𝑥7

2 

one has: 

𝑥7
2 =

2𝑦2 −
3𝐿′

2
(𝑥5
2 + 𝑥6

2)

𝐶𝑑𝑐
(20) 

By substituting Eq. (20) into Eq. (19) and using that the third flat output is 𝑦3 = 𝑥2, one obtains: 

𝑦̇2 = −
3𝑅′

2
𝑥5
2 −

3𝑅′

2
𝑦3
2 −

2

𝑅𝑐𝐶𝑑𝑐
𝑦2 +

3𝐿′

2𝑅𝑐𝐶𝑑𝑐
𝑥5
2 +

3𝐿′

2𝑅𝑐𝐶𝑑𝑐
𝑦2
2 +

3𝐿′

2
𝑣𝑑𝑥5 +

3𝐿′

2
𝑣𝑞𝑦3 (21) 

By regrouping terms in Eq. (21), one obtains a binomial for 𝑥5: 

[−
3𝑅′

2
+

3𝐿′

2𝑅𝑐𝐶𝑑𝑐
] 𝑥5

2 +
3𝐿′

2
𝑣𝑑𝑥5 + [−

3𝑅′

2
𝑦3
2 −

2

𝑅𝑐𝐶𝑑𝑐
𝑦2 +

3𝐿′

2𝑅𝑐𝐶𝑑𝑐
𝑦3
2 +

3𝐿′

2
𝑣𝑞𝑦3] = 0 (22) 

By defining coefficients 𝑎 = [−
3𝑅′

2
+

3𝐿′

2𝑅𝑐𝐶𝑑𝑐
] , 𝑏 =

3𝐿′

2
𝑣𝑑  and 𝑐 = [−

3𝑅′

2
𝑦3
2 −

2

𝑅𝑐𝐶𝑑𝑐
𝑦2 +

3𝐿′

2𝑅𝑐𝐶𝑑𝑐
𝑦3
2 +

3𝐿′

2
𝑣𝑞𝑦3] the binomial of Eq. (22) is written as: 

𝑎𝑥5
2 + 𝑏𝑥5 + 𝑐 = 0 (23) 

By solving Eq. (23) for 𝑥5 and by retaining the maximum of the two solutions, one obtains: 

𝑥5 =
−𝑏 + √|𝑏2 − 4𝑎𝑐|

2𝑎
⟹ 𝑥5 = ℎ5(𝑌, 𝑌̇) (24) 
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which signifies that the state variable 𝑥5 is a differential function of the flat outputs vector. Next, 

returning to Eq. (20): 

𝑥7 =
√
2𝑦2 −

3𝐿′

2 (ℎ5(𝑌, 𝑌̈)
2
+ 𝑦3

2)

𝐶𝑑𝑐
⟹ 𝑥7 = ℎ7(𝑌, 𝑌̇) (25) 

which signifies that state variable x7 is also a differential function of the flat outputs vector. From 

the 5th row of the state-space model, one solves for 𝑥3. It holds that: 

𝑥3 = −2𝐿
′ ∙
𝑥̇5 +

𝑅′

𝐿′ 𝑥5 − 𝜔𝑑𝑞𝑥6 − 𝑣𝑑

𝐾1𝑥2
(26) 

where 𝑥5, 𝑥6, 𝑥7 are differential functions of the flat outputs vector 𝑌. This gives: 

𝑥3 = ℎ3(𝑌, 𝑌̇) (27) 

which signifies that 𝑥3 is a differential function of the flat outputs of the system. Additionally, from 

the 6th row of the state-space model, one solves for 𝑥4. This gives: 

𝑥4 = −2𝐿
′ ∙
𝑥̇6 + 𝜔𝑑𝑞𝑥5 +

𝑅′

𝐿′ 𝑥6 − 𝑣𝑞

𝐾2𝑣𝑞
(28) 

where 𝑥5, 𝑥6, 𝑥7 are differential functions of the flat outputs vector 𝑌. This gives: 

𝑥4 = ℎ4(𝑌, 𝑌̇) (29) 

which signifies that 𝑥4 is a differential function of the flat outputs of the system. Furthermore, from 

the 1st equation of the state-space model, one has: 

𝑥2 = 𝑥̇1⟹ 𝑥2 = ℎ2(𝑌, 𝑌̇) (30) 

which signifies that 𝑥2  is a differential function of the flat outputs vector. As a result, all state 

variables 𝑥𝑖, 𝑖 = 1,2,⋯ ,7 are differential functions of the flat outputs vector. Furthermore, by 

solving for the control input 𝑢1 from the second row of the state-space model, we obtain: 

𝑢1 = 𝑀𝑥̇2 + 𝐾3𝑥1 + 𝑏𝑥2 +
3

2

𝜋

𝜏𝑝
[𝑥3𝑥4(𝐿𝑑 − 𝐿𝑞) − Ψ𝑃𝑀𝑥4] − 𝐹𝑒 (31) 

where the excitation force 𝐹𝑒  is regarded as independent of 𝑥𝑖 . Therefore, 𝑢1  is a differential 

function of the flat outputs vector or: 

𝑢1 = ℎ𝑢1(𝑌, 𝑌̇) (32) 

Equivalently, from the 3rd row of the state-space model, one solves for control input 𝑢2. It holds 

that: 
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𝑢2 = − [𝐿𝑑𝑥̇3 + 𝑅𝑥3 + 𝑥2
𝜋

𝜏𝑝
(𝐿𝑞𝑥4)] ⟹ 𝑢2 = ℎ𝑢2(𝑌, 𝑌̇) (33) 

Finally, from the 4th row of the state-space model, one solves for control input 𝑢3. It holds that: 

𝑢3 = −[𝐿𝑞𝑥̇4 + 𝑅𝑥4 + 𝑥2
𝜋

𝜏𝑝
(𝐿𝑑𝑥3)] ⟹ 𝑢3 = ℎ𝑢2(𝑌, 𝑌̇) (34) 

which signifies that 𝑢3 is a differential function of the flat outputs vector. As a result of the above, 

all state variables and the control inputs are differential functions of the flat outputs vector, and the 

wave energy conversion system is differentially flat. 

The differential flatness of the system is an implicit proof of the system’s controllability. It also 

demonstrates that the system is input-output linearizable through successive differentiations of its 

flat outputs. Finally, it allows for solving the setpoints definition problem. First, one selects setpoints 

in an unconstrained manner for the flat outputs of the system. Based on these setpoints, one can 

also obtain reference values for the rest of the state vector elements of the system using the 

differential relations, which connect them to the flat outputs. 

3.2 Input-Output Linearization and Eigenvalues Assignment-Based Control 

Establishing differential flatness properties for the dynamic model of the wave energy conversion 

system model allows for transforming the associated state-space model into an input-output 

linearized form and subsequently into the canonical Brunovsky form. Linearization is achieved 

through successive differentiations of the flat outputs. The state-space model of the system, as 

given in Eq. (15), is shown to comprise the following state equations: 

𝑥̇1 = 𝑓1(𝑥)

𝑥̇2 = 𝑓2(𝑥) + 𝑔2(𝑥)𝑢1
𝑥̇3 = 𝑓3(𝑥) + 𝑔3(𝑥)𝑢2
𝑥̇4 = 𝑓4(𝑥) + 𝑔4(𝑥)𝑢3

𝑥̇5 = 𝑓5(𝑥)

𝑥̇6 = 𝑓6(𝑥)

𝑥̇7 = 𝑓7(𝑥) (35)

 

where 𝑓1(𝑥) = 𝑥2, 𝑔1(𝑥) = 0, 𝑓2(𝑥) = −
(𝑏𝑔+𝑏𝜔)

𝑀
𝑥2 −

𝑘𝑣

𝑀
𝑥1 +

3

2𝑀

𝜋

𝜏𝑝
[𝑥3𝑥4(𝐿𝑑 − 𝐿𝑞) − Ψ𝑃𝑀𝑥4] +

𝐹𝑒

𝑀
, 𝑔2(𝑥) =

1

𝑀
, 𝑓3(𝑥) = −

𝑅

𝐿𝑑
𝑥3 +

𝑥2

𝐿𝑑

𝜋

𝜏𝑝
(𝐿𝑞𝑥4), 𝑔3(𝑥) = −

1

𝐿𝑑
, 𝑓4(𝑥) = −

𝑅

𝐿𝑞
𝑥4 −

𝑥2

𝐿𝑞

𝜋

𝜏𝑝
(𝐿𝑑𝑥3 −

Ψ𝑃𝑀), 𝑔4(𝑥) = −
1

𝐿𝑑
, 𝑓5(𝑥) = −

𝑅′

𝐿′
𝑥5 + 𝜔𝑑𝑞𝑥6 +

𝑣𝑑
′

𝐿′
−

𝑘1

2𝐿′
𝑥3𝑥7, 𝑔5(𝑥) = 0, 𝑓6(𝑥) = −𝜔𝑑𝑞𝑥5 −

𝑅′

𝐿′
𝑥6 +

𝑣𝑑
′

𝐿′
−

𝑘2

2𝐿′
𝑥4𝑥7, 𝑔6(𝑥) = 0, 𝑓7(𝑥) = −

1

𝑅𝑐𝐶𝑑𝑐
𝑥7 +

3𝑘1

4𝐶𝑑𝑐
𝑥3𝑥5 +

3𝑘2

4𝐶𝑑𝑐
𝑥4𝑥6, 𝑔7(𝑥) = 0. 

By differentiating twice the first flat output of the system 𝑦1 = 𝑥1 one obtains 

𝑦̈1 = 𝑓𝑎(𝑥) + 𝑔𝑎1(𝑥)𝑢1 + 𝑔𝑎2(𝑥)𝑢2 + 𝑔𝑎3(𝑥)𝑢3 (36) 

where about functions 𝑓𝑎(𝑥), 𝑔𝑎1(𝑥), 𝑔𝑎2(𝑥), 𝑔𝑎3(𝑥), one has that: 
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𝑓𝑎1(𝑥) = −
(𝑏𝑔 + 𝑏𝜔)

𝑀
𝑥2 −

𝑘𝑣
𝑀
𝑥1 +

3

2𝑀

𝜋

𝜏𝑝
[𝑥3𝑥4(𝐿𝑑 − 𝐿𝑞) − Ψ𝑃𝑀𝑥4] +

𝐹𝑒
𝑀

(37) 

𝑔𝑎1(𝑥) =
1

𝑀
 𝑔𝑎2(𝑥) = 0 𝑔𝑎3(𝑥) = 0 (38) 

By differentiating three times flat output 𝑦2 =
3𝐿′

4
(𝑥5
2 + 𝑥6

2) +
𝐶𝑑𝑐

2
𝑥7
2, one obtains: 

𝑦2
(3) = 𝑓𝑏(𝑥) + 𝑔𝑏1(𝑥)𝑢1 + 𝑔𝑏2(𝑥)𝑢2 + 𝑔𝑏3(𝑥)𝑢3 (39) 

where about functions 𝑓𝑏(𝑥), 𝑔𝑏1(𝑥), 𝑔𝑏2(𝑥), 𝑔𝑏3(𝑥), one has that: 

𝑓𝑏(𝑥) = 𝑓𝑏1(𝑥) + 𝑓𝑏2(𝑥) + 𝑓𝑏3(𝑥) (40) 

with functions to be 𝑓𝑏1(𝑥), 𝑓𝑏2(𝑥), 𝑓𝑏3(𝑥), given by: 

𝑓𝑏1(𝑥) = −3𝑅
′𝑥̇5 [−

𝑅′

𝐿′
𝑥5 + 𝜔𝑑𝑞𝑥6 −

𝑘1
2𝐿′
𝑥3𝑥7 + 𝑣𝑑]

−3𝑅′𝑥5 [−
𝑅′

𝐿′
𝑥̇5 + 𝜔𝑑𝑞𝑥̇6 −

𝑘1
2𝐿′
𝑥3𝑥̇7]

−3𝑅′𝑥̇6 [−𝜔𝑑𝑞𝑥5 −
𝑅′

𝐿′
𝑥6 −

𝑘2
2𝐿′
𝑥4𝑥7 + 𝑣𝑞]

−3𝑅′𝑥̇6 [−𝜔𝑑𝑞𝑥̇5 −
𝑅′

𝐿′
𝑥̇6 −

𝑘2
2𝐿′
𝑥4𝑥̇7]

−
1

𝑅𝑐
𝑥̇7 [−

1

𝑅𝑐𝐶𝑑𝑐
𝑥7 +

3𝑘1
4𝐶𝑑𝑐

𝑥3𝑥5 +
3𝑘2
4𝐶𝑑𝑐

𝑥4𝑥6]

−
1

𝑅𝑐
𝑥7 [−

1

𝑅𝑐𝐶𝑑𝑐
𝑥̇7 +

3𝑘1
4𝐶𝑑𝑐

𝑥3𝑥̇5 +
3𝑘2
4𝐶𝑑𝑐

𝑥4𝑥̇6]

3𝐿′

2
𝑣𝑑 [−

𝑅′

𝐿′
𝑥̇5 + 𝜔𝑑𝑞𝑥̇6 −

𝑘1
2𝐿′
𝑥̇7𝑥3]

3𝐿′

2
𝑣𝑞[−𝜔𝑑𝑞𝑥̇5 −

𝑅′

𝐿′
𝑥̇6 −

𝑘2
2𝐿′
𝑥̇7𝑥4] (41)

 

𝑓𝑏2(𝑥) = [3𝑅
′𝑥5

𝑘1
2𝐿′
𝑥7 −

1

𝑅𝑐
𝑥7
3𝑘1
4𝐶𝑑𝑐

𝑥5 −
3𝐿′

2
𝑣𝑑
𝑘1
2𝐿′
𝑥7] 𝑓3(𝑥) (42) 

𝑓𝑏3(𝑥) = [3𝑅
′𝑥6

𝑘2
2𝐿′
𝑥7 −

1

𝑅𝑐
𝑥7
3𝑘2
4𝐶𝑑𝑐

𝑥6 −
3𝐿′

2
𝑣𝑞
𝑘2
2𝐿′
𝑥7] 𝑓4(𝑥) (43) 

while about functions 𝑔𝑏1(𝑥), 𝑔𝑏2(𝑥), 𝑔𝑏3(𝑥), one has that: 
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𝑔𝑏1(𝑥) = 0

𝑔𝑏2(𝑥) = [3𝑅
′𝑥5

𝑘1
2𝐿′
𝑥7 −

1

𝑅𝑐
𝑥7
3𝑘1
4𝐶𝑑𝑐

𝑥5 −
3𝐿′

2
𝑣𝑑
𝑘1
2𝐿′
𝑥7] 𝑔3(𝑥)

𝑔𝑏3(𝑥) = [3𝑅
′𝑥6

𝑘2
2𝐿′
𝑥7 −

1

𝑅𝑐
𝑥7
3𝑘2
4𝐶𝑑𝑐

𝑥6 −
3𝐿′

2
𝑣𝑞
𝑘2
2𝐿′
𝑥7] 𝑔4(𝑥) (44)

 

Moreover, by differentiating twice flat output 𝑦3, one obtains: 

𝑦̈3 = 𝑓𝑐(𝑥) + 𝑔𝑐1(𝑥)𝑢1 + 𝑔𝑐2(𝑥)𝑢2 + 𝑔𝑐3(𝑥)𝑢3 (45) 

where about function 𝑓𝑐(𝑥), it holds that: 

𝑓𝑐(𝑥) = −𝜔𝑑𝑞𝑥̇5 −
𝑅′

𝐿′
𝑥̇6 −

𝑘1
2𝐿′
𝑥̇7𝑥4 −

𝑘1
2𝐿′
𝑥7 [−

𝑅

𝐿𝑞
𝑥4 −

𝑥2
𝐿𝑞

𝜋

𝜏𝑝
(𝐿𝑑𝑥3)] +

𝑥2
𝐿𝑞

𝜋

𝜏𝑝
Ψ𝑃𝑀 (46) 

while about functions 𝑔𝑐1(𝑥), 𝑔𝑐2(𝑥), 𝑔𝑐3(𝑥), one has that: 

𝑔𝑐1(𝑥) = 0

𝑔𝑐2(𝑥) = 0

𝑔𝑐3(𝑥) =
𝑘1
2𝐿′
𝑥7
1

𝐿𝑞
(47)

 

In aggregate, the input-output linearized dynamics of the wave energy conversion system, which 

comprises a PMLSG and a VSC, is given by: 

(

𝑦̈1

𝑦2
(3)

𝑦̈3

) = (

𝑓𝑎(𝑥)

𝑓𝑏(𝑥)

𝑓𝑐(𝑥)
) + (

𝑔𝑎1(𝑥) 𝑔𝑎2(𝑥) 𝑔𝑎3(𝑥)

𝑔𝑏1(𝑥) 𝑔𝑏2(𝑥) 𝑔𝑏3(𝑥)

𝑔𝑐1(𝑥) 𝑔𝑐2(𝑥) 𝑔𝑐3(𝑥)
)(

𝑢1
𝑢2
𝑢3
) (48) 

The previous state-space model in matrix form is also outlined in the following equation: 

𝑌̇̃ = 𝐹̃ + 𝐺̃𝑢̃ (49) 

Moreover, by defining the virtual control inputs: 

𝑣1 = 𝑔𝑎1(𝑥)𝑢1 + 𝑔𝑎2(𝑥)𝑢2 + 𝑔𝑎3(𝑥)𝑢3
𝑣2 = 𝑔𝑏1(𝑥)𝑢1 + 𝑔𝑏2(𝑥)𝑢2 + 𝑔𝑏3(𝑥)𝑢3
𝑣3 = 𝑔𝑐1(𝑥)𝑢1 + 𝑔𝑐2(𝑥)𝑢2 + 𝑔𝑐3(𝑥)𝑢3 (50)

 

the following equations give the input-output linearized model of the wave energy conversion 

system: 

𝑦̈1 = 𝑣1       𝑦2
(3) = 𝑣2     𝑦̈3 = 𝑣3 (51) 

By defining the state variables 𝑧1 = 𝑦1, 𝑧2 = 𝑦̇1, 𝑧3 = 𝑦2, 𝑧4 = 𝑦̇2, 𝑧5 = 𝑦̈2, 𝑧6 = 𝑦3, 𝑧7 = 𝑦̇3 one 

arrives also at a canonical Brunovsky form of the wave energy conversion system which comprises 
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the following equations: 𝑧̇1 = 𝑧2, 𝑧̇2 = 𝑣1, 𝑧̇3 = 𝑧4, 𝑧̇4 = 𝑧5, 𝑧̇5 = 𝑣2, 𝑧̇6 = 𝑧7, and 𝑧̇7 = 𝑣3. In matrix 

form, the canonical Brunovsky state-space description of the system becomes: 

(

 
 
 
 

𝑧̇1
𝑧̇2
𝑧̇3
𝑧̇4
𝑧̇5
𝑧̇6
𝑧̇7)

 
 
 
 

=

(

 
 
 
 

0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 1 0 0 0 0 1
0 0 0 0 0 0 0)

 
 
 
 

(

 
 
 
 

𝑧1
𝑧2
𝑧3
𝑧4
𝑧5
𝑧6
𝑧7)

 
 
 
 

+

(

 
 
 
 

0 0 0
1 0 0
0 0 0
0 0 0
0 1 0
0 0 0
0 0 1)

 
 
 
 

(

𝑢1
𝑢2
𝑢3
) (52) 

with measurement equation: 

(

𝑧1
𝑚

𝑧2
𝑚

𝑧3
𝑚
) = (

1 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 1 0

)

(

 
 
 
 

𝑧1
𝑧2
𝑧3
𝑧4
𝑧5
𝑧6
𝑧7)

 
 
 
 

(53) 

The stabilizing feedback control for the wave energy conversion system is: 

𝑣1 = 𝑧̇1,𝑑 − 𝐾1,1(𝑧̇1 − 𝑧̇1,𝑑) − 𝐾2,1(𝑧1 − 𝑧1,𝑑)

𝑣2 = 𝑧3,𝑑
(3)
−𝐾1,2(𝑧̈3 − 𝑧̈3,𝑑) − 𝐾2,2(𝑧̇3 − 𝑧̇3,𝑑) − 𝐾3,2(𝑧3 − 𝑧3,𝑑)

𝑣3 = 𝑧̈6,𝑑 − 𝐾1,3(𝑧̇6 − 𝑧̇6,𝑑) − 𝐾2,3(𝑧6 − 𝑧6,𝑑) (54)

 

By substituting the feedback control law of Eq. (54) into the state-space model of Eq. (52), one 

obtains the following closed-loop system dynamics: 

(𝑧̈1 − 𝑧̈1,𝑑) + 𝐾1,1(𝑧̇1 − 𝑧̇1,𝑑) + 𝐾2,1(𝑧1 − 𝑧1,𝑑) = 0

(𝑧3
(3) − 𝑧3,𝑑

(3)) + 𝐾1,2(𝑧̈3 − 𝑧̈3,𝑑) + 𝐾2,2(𝑧̇3 − 𝑧̇3,𝑑) + 𝐾3,2(𝑧3 − 𝑧3,𝑑) = 0

(𝑧̈6 − 𝑧̈6,𝑑) + 𝐾1,3(𝑧̇6 − 𝑧̇6,𝑑) + 𝐾2,3(𝑧6 − 𝑧6,𝑑) = 0 (55)

 

Next, by defining the tracking error variables 𝑒1 = 𝑧1 − 𝑧1,𝑑, 𝑒3 = 𝑧3 − 𝑧3,𝑑, 𝑒6 = 𝑧6 − 𝑧6,𝑑, one 

obtains that the tracking error dynamics of the closed-loop system is given by: 

𝑒̈1 + 𝐾1,1𝑒̇1 + 𝐾2,1𝑒1 = 0

𝑒3
(3) + 𝐾1,2𝑒̈3 + 𝐾2,2𝑒̇3 + 𝐾3,2𝑒3 = 0

𝑒̈6 + 𝐾1,3𝑒̇6 + 𝐾2,3𝑒6 = 0 (56)

 

Besides, by selecting the feedback gains (𝐾1,1, 𝐾2,1), (𝐾1,2, 𝐾2,2, 𝐾3,2) and (𝐾1,3, 𝐾2,3) so as the 

characteristic polynomials which are associated with the differential equations of Eq. (56) to be 

Hurwitz stable, one has that: 
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𝑙𝑖𝑚𝑡→∞𝑒1 = 0 ⇒ 𝑙𝑖𝑚𝑡→∞𝑧1 = 𝑧1,𝑑 ⇒ 𝑙𝑖𝑚𝑡→∞𝑦1 = 𝑦1,𝑑
𝑙𝑖𝑚𝑡→∞𝑒3 = 0 ⇒ 𝑙𝑖𝑚𝑡→∞𝑧3 = 𝑧3,𝑑 ⇒ 𝑙𝑖𝑚𝑡→∞𝑦2 = 𝑦2,𝑑
𝑙𝑖𝑚𝑡→∞𝑒6 = 0 ⇒ 𝑙𝑖𝑚𝑡→∞𝑧6 = 𝑧6,𝑑 ⇒ 𝑙𝑖𝑚𝑡→∞𝑦3 = 𝑦3,𝑑 (57)

 

After computing the control inputs vector 𝑣̃ = [𝑣1, 𝑣2, 𝑣3]
𝑇 , one can also determine the actual 

control inputs vector 𝑢̃  of Eq. (49), which should be applied to the initial nonlinear state-space 

model of the wave energy conversion system. The inverse transformation gives this: 

𝑢̃ = 𝐺̃−1(𝑣̃ − 𝐹̃) (58) 

By demonstrating that the flat outputs of the system converge to their associated setpoints it is 

also ensured that all state variables𝑥𝑖(𝑡) converge to their reference values. However, as shown 

above, control of the PMLSG and VSC-based wave energy conversion system through input-output 

linearization and eigenvalues assignment is a complicated procedure requiring complex forward and 

inverse transformations. A nonlinear optimal control approach is applied to overcome this 

complexity. 

4. Nonlinear Optimal Control for the Wave Energy Conversion System 

4.1 Approximate Linearization of the Dynamics of the Wave Energy Conversion System 

The dynamic model of the wave energy conversion system undergoes approximate linearization 

around the temporary operating point (𝑥∗, 𝑢∗), which is updated at each sampling instant and is 

defined by the present value of the system’s state vector 𝑥∗ and by the last sampled value of the 

control inputs vector 𝑢∗. The linearization process relies on the first-order Taylor series expansion 

and the computation of the corresponding Jacobian matrices. The modeling error, resulting from 

the truncation of higher-order terms in the Taylor series expansion, is regarded as a perturbation 

that is asymptotically compensated for by the robustness of the control algorithm [38, 40]. 

Through the proposed linearization process, the wave energy conversion system, being initially 

in the nonlinear state-space form 𝑥̇ = 𝑓(𝑥) + 𝑔(𝑥)𝑢, is turned into the equivalent linear state-

space description: 

𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝑑̃ (59) 

where 𝐴, 𝐵 are the Jacobian matrices of the system, and 𝑑̃ is the disturbances vector, which may 

comprise (i) the modeling error due to the truncation of higher-order terms in the Taylor series 

expansion, (ii) exogenous perturbations, (iii) sensor measurement noise of any distribution. The 

Jacobian matrices of the system are given by: 

𝐴 = ∇𝑥[𝑓(𝑥) + 𝑔(𝑥)𝑢]|(𝑥∗,𝑢∗) ⇒ 𝐴 = ∇𝑥𝑓(𝑥)|(𝑥∗,𝑢∗) (60) 

𝐵 = ∇𝑢[𝑓(𝑥) + 𝑔(𝑥)𝑢]|(𝑥∗,𝑢∗) ⇒ 𝐵 = g(𝑥)|(𝑥∗,𝑢∗) (61) 

The linearization approach adopted for implementing the nonlinear optimal control scheme 

yields a highly accurate system dynamics model. Consider, for instance, the following affine-in-the-

input state-space model. 
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𝑥̇ = 𝑓(𝑥) + 𝑔(𝑥)𝑢 ⇒

𝑥̇ = [𝑓(𝑥∗) + ∇𝑥𝑓(𝑥)|𝑥∗(𝑥 − 𝑥
∗)] + [𝑔(𝑥∗) + ∇𝑥𝑔(𝑥)|𝑥∗(𝑥 − 𝑥

∗)]𝑢∗

+𝑔(𝑥∗)𝑢∗ + 𝑔(𝑥∗)(𝑢 − 𝑢∗) + 𝑑̃1 ⇒

𝑥̇ = [∇𝑥𝑓(𝑥)|𝑥∗ + ∇𝑥𝑔(𝑥)|𝑥∗𝑢
∗]𝑥 + 𝑔(𝑥∗)𝑢

−[∇𝑥𝑓(𝑥)|𝑥∗ + ∇𝑥𝑔(𝑥)|𝑥∗𝑢
∗]𝑥∗ + 𝑓(𝑥∗) + 𝑔(𝑥∗)𝑢∗ + 𝑑̃1 (62)

 

where 𝑑̃1 is the modeling error due to the truncation of higher order terms in the Taylor series 

expansion of 𝑓(𝑥) and 𝑔(𝑥). Next, by defining 𝐴 = [∇𝑥𝑓(𝑥)|𝑥∗ + ∇𝑥𝑔(𝑥)|𝑥∗𝑢
∗], 𝐵 = 𝑔(𝑥∗), one 

obtains: 

𝑥̇ = 𝐴𝑥 + 𝐵𝑢 − 𝐴𝑥∗ + 𝑓(𝑥∗) + 𝑔(𝑥∗)𝑢∗ + 𝑑̃1 (63) 

Moreover, by denoting 𝑑̃ = −𝐴𝑥∗ + 𝑓(𝑥∗) + 𝑔(𝑥∗)𝑢∗ + 𝑑̃1  about the cumulative modeling 

error term in the Taylor series expansion, one has 

𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝑑̃ (64) 

which is the approximately linearized model of the dynamics of the system of Eq. (59). The term 

𝑓(𝑥∗) + 𝑔(𝑥∗)𝑢∗ is the derivative of the state vector at (𝑥∗, 𝑢∗), which is almost annihilated by 

−𝐴𝑥∗. 

Next, the computation of the Jacobian matrix ∇𝑥𝑓(𝑥)|(𝑥∗,𝑢∗) proceeds as follows: 

First row of the Jacobian matrix ∇𝑥𝑓(𝑥)|(𝑥∗,𝑢∗):
𝜕𝑓1

𝜕𝑥1
= 0,

𝜕𝑓1

𝜕𝑥2
= 1,

𝜕𝑓1

𝜕𝑥3
= 0,

𝜕𝑓1

𝜕𝑥4
= 0,

𝜕𝑓1

𝜕𝑥5
= 0,

𝜕𝑓1

𝜕𝑥6
=

0,
𝜕𝑓1

𝜕𝑥7
= 0 

Second row of the Jacobian matrix ∇𝑥𝑓(𝑥)|(𝑥∗,𝑢∗):
𝜕𝑓2

𝜕𝑥1
= −

𝑘3

𝑀
,
𝜕𝑓2

𝜕𝑥2
= −

𝑏

𝑀
,
𝜕𝑓2

𝜕𝑥3
=

3

2𝑀

𝜋

𝜏𝑝
𝑥4(𝐿𝑑 −

𝐿𝑞),
𝜕𝑓2

𝜕𝑥4
=

3

2𝑀

𝜋

𝜏𝑝
[𝑥3(𝐿𝑑 − 𝐿𝑞) − Ψ𝑃𝑀],

𝜕𝑓2

𝜕𝑥5
= 0,

𝜕𝑓2

𝜕𝑥6
= 0,

𝜕𝑓2

𝜕𝑥7
= 0 

Third row of the Jacobian matrix ∇𝑥𝑓(𝑥)|(𝑥∗,𝑢∗):
𝜕𝑓3

𝜕𝑥1
= 0,

𝜕𝑓3

𝜕𝑥2
= −

1

𝐿𝑑

𝜋

𝜏𝑝
𝐿𝑞 ,

𝜕𝑓3

𝜕𝑥3
= −

𝑅

𝐿𝑑
,
𝜕𝑓3

𝜕𝑥4
=

𝑥2

𝐿𝑑

𝜋

𝜏𝑝
𝐿𝑞 ,

𝜕𝑓3

𝜕𝑥5
= 0,

𝜕𝑓3

𝜕𝑥6
= 0,

𝜕𝑓3

𝜕𝑥7
= 0 

Fourth row of the Jacobian matrix ∇𝑥𝑓(𝑥)|(𝑥∗,𝑢∗):
𝜕𝑓4

𝜕𝑥1
= 0,

𝜕𝑓4

𝜕𝑥2
= −

1

𝐿𝑑

𝜋

𝜏𝑝
(𝐿𝑑𝑥3 −Ψ𝑃𝑀),

𝜕𝑓4

𝜕𝑥3
=

−
𝑥2

𝐿𝑞

𝜋

𝜏𝑝
𝐿𝑑 ,

𝜕𝑓4

𝜕𝑥4
= −

𝑅

𝐿𝑑
,
𝜕𝑓4

𝜕𝑥5
= 0,

𝜕𝑓4

𝜕𝑥6
= 0,

𝜕𝑓4

𝜕𝑥7
= 0 

Fifth row of the Jacobian matrix ∇𝑥𝑓(𝑥)|(𝑥∗,𝑢∗):
𝜕𝑓5

𝜕𝑥1
= 0,

𝜕𝑓5

𝜕𝑥2
= 0,

𝜕𝑓5

𝜕𝑥3
= −

𝑘1𝑥7

2𝐿′
,
𝜕𝑓5

𝜕𝑥4
= 0,

𝜕𝑓5

𝜕𝑥5
=

−
𝑅′

𝐿′
,
𝜕𝑓5

𝜕𝑥6
= 𝜔𝑑𝑞 ,

𝜕𝑓5

𝜕𝑥7
= −

𝑘1𝑥3

2𝐿′
 

Sixth row of the Jacobian matrix ∇𝑥𝑓(𝑥)|(𝑥∗,𝑢∗):
𝜕𝑓6

𝜕𝑥1
= 0,

𝜕𝑓6

𝜕𝑥2
= 0,

𝜕𝑓6

𝜕𝑥3
= 0,

𝜕𝑓6

𝜕𝑥4
= −

𝑘2𝑥7

2𝐿′
,
𝜕𝑓6

𝜕𝑥5
=

−𝜔𝑑𝑞 ,
𝜕𝑓6

𝜕𝑥6
= −

𝑅′

𝐿′
,
𝜕𝑓6

𝜕𝑥7
= −

𝑘2𝑥4

2𝐿′
 

Seventh row of the Jacobian matrix ∇𝑥𝑓(𝑥)|(𝑥∗,𝑢∗):
𝜕𝑓7

𝜕𝑥1
= 0,

𝜕𝑓7

𝜕𝑥2
= 0,

𝜕𝑓7

𝜕𝑥3
=

3

4𝐶𝑑𝑐
𝑘1𝑥5,

𝜕𝑓7

𝜕𝑥4
=

3

4𝐶𝑑𝑐
𝑘2𝑥6,

𝜕𝑓7

𝜕𝑥5
=

3

4𝐶𝑑𝑐
𝑘1𝑥3,

𝜕𝑓7

𝜕𝑥6
=

3

4𝐶𝑑𝑐
𝑘2𝑥4,

𝜕𝑓7

𝜕𝑥7
= −

1

𝑅𝑐𝐶𝑑𝑐
. 
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4.2 Equivalent Linearized Dynamics of the Wave Energy Conversion System 

After linearization around its current operating point, the dynamic model for the PMLSG-VSC-

based wave energy conversion system is expressed as: 

𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝑑1 (65) 

Parameter 𝑑1 stands for the linearization error in the PMLSG-VSC-based wave energy conversion 

system that was given previously in Eq. (59). The reference setpoints for the state vector of the 

aforementioned dynamic model are denoted by 𝑥𝑑 = [𝑥1
𝑑 , ⋯ , 𝑥7

𝑑]. After applying the control input 

𝑢∗, this setpoint vector is tracked. At every time-instant, the control input 𝑢∗ is assumed to differ 

from the control input u appearing in Eq. (65) by an amount equal to ∆𝑢, that is, 𝑢∗ = 𝑢 + ∆𝑢. 

𝑥̇𝑑 = 𝐴𝑥𝑑 + 𝐵𝑢
∗ + 𝑑2 (66) 

The dynamics of the controlled system described in Eq. (65) can also be expressed as: 

𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝐵𝑢∗ − 𝐵𝑢∗ + 𝑑1 (67) 

Moreover, by denoting 𝑑3 = −𝐵𝑢
∗ + 𝑑1  as an aggregate disturbance term, one obtains the 

following form: 

𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝐵𝑢∗ + 𝑑3 (68) 

By subtracting Eq. (66) from Eq. (68), one has: 

𝑥̇ − 𝑥̇𝑑 = 𝐴(𝑥 − 𝑥𝑑) + 𝐵𝑢 + 𝑑3 − 𝑑2 (69) 

By denoting the tracking error as 𝑒 = 𝑥 − 𝑥𝑑 and the aggregate disturbance term as 𝐿𝑑̃ = 𝑑3 −

𝑑2, the tracking error dynamics becomes: 

𝒆̇ = 𝐴𝑒 + 𝐵𝑢 + 𝐿𝑑̃ (70) 

where 𝐿 is the disturbance inputs gain matrix. After applying an H-infinity feedback control scheme, 

the above-linearized form of the PMLSG-VSC-based wave energy conversion system can be 

efficiently controlled. 

4.3 The Nonlinear H-Infinity Control 

The initial nonlinear model of the PMLSG-VSC-based wave energy conversion system is in the 

form: 

𝑥̇ = 𝑓(𝑥, 𝑢) 𝑥 ∈ 𝑅𝑛, 𝑢 ∈ 𝑅𝑚 (71) 

The model of the PMLSG-VSC-based wave energy conversion system is linearized at each 

iteration of the control algorithm around its current operating point (𝑥∗, 𝑢∗) = (𝑥(𝑡), 𝑢(𝑡 − 𝑇𝑠)). 

The linearized equivalent of the system is described by: 
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𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝐿𝑑̃ 𝑥 ∈ 𝑅𝑛, 𝑢 ∈ 𝑅𝑚, 𝑑̃ ∈ 𝑅𝑞 (72) 

where matrices A and B are obtained from the computation of the previously defined Jacobians and 

vector 𝑑̃ denotes disturbance terms due to linearization errors. At the same time, 𝐿 is a disturbance 

inputs gain matrix. The problem of disturbance rejection for the linearized model is described by: 

𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝐿𝑑̃
𝑦 = 𝐶𝑥 (73)

 

where 𝑥 ∈ 𝑅𝑛, 𝑢 ∈ 𝑅𝑚, 𝑑̃ ∈ 𝑅𝑞  and 𝑦 ∈ 𝑅𝑝  cannot be handled efficiently if the classical 𝐿𝑄𝑅 

control scheme is applied. This is because of the existence of the perturbation term 𝑑̃ . The 

disturbance term 𝑑̃ apart from modeling (parametric) uncertainty and external perturbation terms, 

can also represent noise terms of any distribution. 

In the 𝐻∞ control approach, a feedback control scheme is designed for setpoints tracking by the 

system’s state vector and simultaneous disturbance rejection, considering that the disturbance 

affects the system in the worst possible manner. The effects of disturbances are incorporated in the 

following quadratic cost function: 

𝐽(𝑡) =
1

2
∫ [𝑦𝑇(𝑡)𝑦(𝑡) + 𝑟𝑢𝑇(𝑡)𝑢(𝑡) − 𝜌2𝑑̃𝑇(𝑡)𝑑̃(𝑡)]𝑑𝑡 𝑟, 𝜌 > 0
𝑇

0

(74) 

The significance of the negative sign in the cost function’s term that is associated with the 

perturbation variable 𝑑̃(𝑡) is that the disturbance tries to maximize the cost function 𝐽(𝑡) while the 

control signal 𝑢(𝑡) tries to minimize it. The physical meaning of the abovementioned relation is that 

the control signal and the disturbances compete within a min-max differential game. This problem 

of min-max optimization can be written as  𝑚𝑖𝑛𝑢𝑚𝑎𝑥𝑑̃𝐽(𝑢, 𝑑̃). 

The objective of the optimization procedure is to compute a control signal 𝑢(𝑡)  which can 

compensate for the worst possible external disturbance imposed on the PMLSG-VSC-based wave 

energy conversion system. It can be observed that the solution to the min-max optimization 

problem is directly dependent on the value of the parameter 𝜌. This implies an upper bound exists 

on the magnitude of disturbances the control signal can nullify. 

4.4 Computation of the Feedback Control Gains 

For the linearized system described by Eq. (73), the cost function defined in Eq. (74) is 

characterized, where the coefficient r determines the penalization of the control input, and the 

weight coefficient ρ determines the reward for the effects of disturbances. It is assumed that (i) The 

energy that is transferred from the disturbances signal 𝑑̃(𝑡) is bounded, that is ∫ 𝑑̃𝑇(𝑡)𝑑̃(𝑡)𝑑𝑡 <
∞

0

∞, (ii) matrices [𝐴, 𝐵] and [𝐴, 𝐿] are stabilizable, (iii) matrix [𝐴, 𝐶] is detectable. In the case of a 

tracking problem, the optimal feedback control law is given by: 

𝑢(𝑡) = −𝐾𝑒(𝑡) (75) 

with 𝑒 = 𝑥 − 𝑥𝑑  as the tracking error and 𝐾 =
1

𝑟
𝐵𝑇𝑃  where 𝑃  is a positive definite symmetric 

matrix. As demonstrated in Section 5, matrix 𝑃 is obtained from the solution of the Riccati equation: 
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𝐴𝑇𝑃 + 𝑃𝐴 + 𝑄 − 𝑃 (
2

𝑟
𝐵𝐵𝑇 −

1

𝜌2
𝐿𝐿𝑇)𝑃 = 0 (76) 

where 𝑄 is a positive semi-definite symmetric matrix, the worst-case disturbance is given by: 

𝑑̃(𝑡) =
1

𝜌2
𝐿𝑇𝑃𝑒(𝑡) (77) 

The solution of the H-infinity feedback control problem for the PMLSG-VSC-based wave energy 

conversion system and the computation of the worst-case disturbance that the related controller 

can sustain comes from the superposition of Bellman’s optimality principle when considering that 

this renewable energy unit is affected by two separate inputs (i) the control input 𝑢  (ii) the 

cumulative disturbance input 𝑑̃(𝑡) . Solving the optimal control problem for 𝑢 , that is, for the 

minimum variation (optimal) control input that achieves elimination of the state vector’s tracking 

error, gives 𝑢 = −
1

𝑟
𝐵𝑇𝑃𝑒. Equivalently, solving the optimal control problem for 𝑑̃, for the worst-

case disturbance that the control loop can sustain gives 𝑑̃ =
1

𝜌2
𝐿𝑇𝑃𝑒. 

The diagram of the control loop for the PMLSG-VSC-based wave energy conversion system is 

illustrated in Figure 3. 

 

Figure 3 Diagram of the control scheme for the PMLSG-VSC-based wave energy 

conversion system. 

5. Lyapunov Stability Analysis 

5.1 Stability Proof 

Through Lyapunov stability analysis it will be demonstrated that the proposed nonlinear control 

scheme guarantees 𝐻∞ tracking performance for the PMLSG-VSC-based wave energy conversion 

system and achieves asymptotic convergence to the reference setpoints in the presence of bounded 
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disturbance terms. The dynamics of the tracking error for the PMLSG-VSC-based wave energy 

conversion system are expressed in the form [38, 40]. 

𝒆̇ = 𝐴𝑒 + 𝐵𝑢 + 𝐿𝑑̃ (78) 

where in the PMLSG-VSC based wave energy conversion unit’s case 𝐿 ∈ 𝑅7×7 is the disturbance 

inputs gain matrix. The variable 𝑑̃ represents model uncertainties and external disturbances in the 

wave energy conversion system’s model. The following Lyapunov equation is considered. 

𝑉 =
1

2
𝑒𝑇𝑃𝑒 (79) 

where 𝑒 = 𝑥 − 𝑥𝑑 is the tracking error. By differentiating concerning time, one obtains: 

𝑉̇ =
1

2
𝑒̇𝑇𝑃𝑒 +

1

2
𝑒𝑇𝑃𝑒̇ ⇒

𝑉̇ =
1

2
[𝐴𝑒 + 𝐵𝑢 + 𝐿𝑑̃]𝑇𝑃𝑒 +

1

2
𝑒𝑇𝑃[𝐴𝑒 + 𝐵𝑢 + 𝐿𝑑̃] ⇒ (80)

 

𝑉̇ =
1

2
[𝑒𝑇𝐴𝑇 + 𝑢𝑇𝐵𝑇 + 𝑑̃𝑇𝐿𝑇]𝑃𝑒 +

1

2
𝑒𝑇𝑃[𝐴𝑒 + 𝐵𝑢 + 𝐿𝑑̃] ⇒ (81) 

𝑉̇ =
1

2
𝑒𝑇𝐴𝑇𝑃𝑒 +

1

2
𝑢𝑇𝐵𝑇𝑃𝑒 +

1

2
𝑑̃𝑇𝐿𝑇𝑃𝑒 +

1

2
𝑒𝑇𝑃𝐴𝑒 +

1

2
𝑒𝑇𝑃𝐵𝑢 +

1

2
𝑒𝑇𝑃𝐿𝑑̃ (82) 

The previous equation is rewritten as: 

𝑉̇ =
1

2
𝑒𝑇(𝐴𝑇𝑃 + 𝑃𝐴)𝑒 + (

1

2
𝑢𝑇𝐵𝑇𝑃𝑒 +

1

2
𝑒𝑇𝑃𝐵𝑢) + (

1

2
𝑑̃𝑇𝐿𝑇𝑃𝑒 +

1

2
𝑒𝑇𝑃𝐿𝑑̃) (83) 

Assumption: For given positive definite matrix 𝑄 and coefficients 𝑟 and 𝜌 there exists a positive 

definite matrix 𝑃, which is the solution of the following matrix equation. 

𝐴𝑇𝑃 + 𝑃𝐴 = −𝑄 + 𝑃 (
2

𝑟
𝐵𝐵𝑇 −

1

𝜌2
𝐿𝐿𝑇)𝑃 (84) 

Moreover, the following feedback control law is applied to the system. 

𝑢 = −
1

𝑟
𝐵𝑇𝑃𝑒 (85) 

By substituting Eq. (84) and Eq. (85) in 𝑉̇, one obtains: 

𝑉̇ =
1

2
𝑒𝑇 [−𝑄 + 𝑃 (

2

𝑟
𝐵𝐵𝑇 −

1

𝜌2
𝐿𝐿𝑇) 𝑃] 𝑒 + 𝑒𝑇𝑃𝐵 (−

1

𝑟
𝐵𝑇𝑃𝑒) + 𝑒𝑇𝑃𝐿𝑑̃ ⇒ (86) 

𝑉̇ = −
1

2
𝑒𝑇𝑄𝑒 + (

1

𝑟
𝑒𝑇𝑃𝐵𝐵𝑇𝑃𝑒 −

1

2𝜌2
𝑒𝑇𝑃𝐿𝐿𝑇𝑃𝑒) −

1

𝑟
𝑒𝑇𝑃𝐵𝐵𝑇𝑃𝑒 + 𝑒𝑇𝑃𝐿𝑑̃ (87) 

which after intermediate operations gives: 
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𝑉̇ = −
1

2
𝑒𝑇𝑄𝑒 −

1

2𝜌2
𝑒𝑇𝑃𝐿𝐿𝑇𝑃𝑒 + 𝑒𝑇𝑃𝐿𝑑̃ (88) 

or, equivalently: 

𝑉̇ = −
1

2
𝑒𝑇𝑄𝑒 −

1

2𝜌2
𝑒𝑇𝑃𝐿𝐿𝑇𝑃𝑒 +

1

2
𝑒𝑇𝑃𝐿𝑑̃ +

1

2
𝑑̃𝑇𝐿𝑇𝑃𝑒 (89) 

Lemma: The following inequality holds [38, 47]. 

1

2
𝑒𝑇𝐿𝑑̃ +

1

2
𝑑̃𝐿𝑇𝑃𝑒 −

1

2𝜌2
𝑒𝑇𝑃𝐿𝐿𝑇𝑃𝑒 ≤

1

2
𝜌2𝑑̃𝑇𝑑̃ (90) 

Proof: The binomial (𝜌𝛼 −
1

𝜌
𝑏)2 is considered. Expanding the left part of the above inequality 

one gets. 

𝜌2𝛼2 +
1

𝜌2
𝑏2 − 2𝑎𝑏 ≥ 0 ⇒

1

2
𝜌2𝛼2 +

1

2𝜌2
𝑏2 − 𝑎𝑏 ≥ 0 ⇒

𝑎𝑏 −
1

2𝜌2
𝑏2 ≤

1

2
𝜌2𝛼2 ⇒

1

2
𝑎𝑏 +

1

2
𝑎𝑏 −

1

2𝜌2
𝑏2 ≤

1

2
𝜌2𝛼2 (91)

 

The following substitutions are carried out:  𝑎 = 𝑑̃  and 𝑏 = 𝑒𝑇𝑃𝐿  and the previous relation 

becomes: 

1

2
𝑑̃𝑇𝐿𝑇𝑃𝑒 +

1

2
𝑒𝑇𝑃𝐿𝑑̃ −

1

2𝜌2
𝑒𝑇𝑃𝐿𝐿𝑇𝑃𝑒 ≤

1

2
𝜌2𝑑̃𝑇𝑑̃ (92) 

Eq. (92) is substituted in Eq. (89) and the inequality is enforced, thus giving [38, 47]. 

𝑉̇ ≤ −
1

2
𝑒𝑇𝑄𝑒 +

1

2
𝜌2𝑑̃𝑇𝑑̃ (93) 

Eq. (93) shows that the 𝐻∞ tracking performance criterion is satisfied. The integration of 𝑉̇ from 

0 to 𝑇 gives: 

∫ 𝑉̇(𝑡)𝑑𝑡
𝑇

0

≤ −
1

2
∫ ‖𝑒‖𝑄

2𝑑𝑡
𝑇

0

+
1

2
𝜌2∫ ‖𝑑̃‖

2
𝑑𝑡

𝑇

0

⇒

2𝑉(𝑇) + ∫ ‖𝑒‖𝑄
2𝑑𝑡

𝑇

0

≤ 2𝑉(0) + 𝜌2∫ ‖𝑑̃‖
2
𝑑𝑡

𝑇

0

(94)

 

Moreover, if there exists a positive constant 𝑀𝑑 > 0 such that: 

∫ ‖𝑑̃‖
2
𝑑𝑡

∞

0

≤ 𝑀𝑑 (95) 

then one gets: 
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∫ ‖𝑒‖𝑄
2𝑑𝑡

∞

0

≤ 2𝑉(0) + 𝜌2𝑀𝑑 (96) 

Thus, the integral ∫ ‖𝑒‖𝑄
2𝑑𝑡

∞

0
 is bounded. Moreover, 𝑉(𝑇) is bounded, and from the definition of 

the Lyapunov function 𝑉 in Eq. (79), it becomes clear that 𝑒(𝑡) will also be bounded since 𝑒(𝑡) ∈

Ω𝑒 = {𝑒|𝑒
𝑇𝑃𝑒 ≤ 2𝑉(0) + 𝜌2𝑀𝑑}. According to the above and using Barbalat’s Lemma, one obtains 

𝑙𝑖𝑚𝑡→∞𝑒(𝑡) = 0. 

After following the stages of the stability proof, one arrives at Eq. (93), which shows that the H-

infinity tracking performance criterion holds. By selecting the attenuation coefficient 𝜌  to be 

sufficiently small and, in particular, to satisfy 𝜌2 < ‖𝑒‖𝑄
2 /‖𝑑̃‖

2
 one has that the first derivative of 

the Lyapunov function is upper bounded by 0. This condition holds at each sampling instance; 

consequently, global stability for the control loop can be concluded. 

5.2 Robust State Estimation with the Use of the 𝑯∞ Kalman Filter 

The control loop has to be implemented using information provided by a few sensors and by 

processing only a small number of state variables. There is no need to measure the speed of the 

moving part of the PMSLG. A filtering scheme is proposed to reconstruct the missing information 

about the state vector of the wave energy conversion system. Subsequently, based on this scheme, 

state estimation-based control can be applied [38, 47]. By denoting as 𝐴(𝑘), 𝐵(𝑘), and 𝐶(𝑘) the 

discrete-time equivalents of matrices 𝐴,  𝐵, and 𝐶 of the linearized state-space model of the system, 

the recursion of the 𝐻∞ Kalman Filter for the model of the PMLSG-VSC wave energy conversion unit, 

can be formulated in terms of a measurement update and a time update part. 

Measurement update: 

𝐷(𝑘) = [𝐼 − 𝜃𝑊(𝑘)𝑃−(𝑘) + 𝐶𝑇(𝑘)𝑅(𝑘)−1𝐶(𝑘)𝑃−(𝑘)]−1

𝐾(𝑘) = 𝑃−(𝑘)𝐷(𝑘)𝐶𝑇(𝑘)𝑅(𝑘)−1

𝑥̂(𝑘) = 𝑥̂−(𝑘) + 𝐾(𝑘)[𝑦(𝑘) − 𝐶𝑥̂−(𝑘)] (97)

 

Time update: 

𝑥̂−(𝑘 + 1) = 𝐴(𝑘)𝑥(𝑘) + 𝐵(𝑘)𝑢(𝑘)

𝑃−(𝑘 + 1) = 𝐴(𝑘)𝑃−(𝑘)𝐷(𝑘)𝐴𝑇(𝑘) + 𝑄(𝑘) (98)
 

where it is assumed that parameter 𝜃  is sufficiently small to assure that the covariance matrix 

𝑃−(𝑘)−1 − 𝜃𝑊(𝑘) + 𝐶𝑇(𝑘)𝑅(𝑘)−1𝐶(𝑘)  will be positive definite. When 𝜃 = 0  the 𝐻∞  Kalman 

Filter becomes equivalent to the standard Kalman Filter. One can measure only a part of the state 

vector of the PMLSG-VSC-based wave energy conversion system and estimate it by filtering the rest 

of the state vector elements. For instance, one can measure state variables associated with the 

PMLSG 𝑥1 = 𝑧, 𝑥3 = 𝑖𝑑, 𝑥4 = 𝑖𝑞, and state variables associated with the VSC 𝑥5 = 𝑖𝑑
′ , 𝑥6 = 𝑖𝑞

′ , and 

𝑥7 = 𝑉𝑑𝑐 and can estimate through filtering the speed of the PMLSG’s mover 𝑥2 = 𝑧̇. 

6. Simulation Tests 
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Simulation experiments further confirm the global stability properties of the proposed nonlinear 

optimal control method for the PMLSG-VSC-based wave energy conversion system and 

demonstrate the precise tracking of setpoints achieved for the state variables of the wave energy 

conversion system. To implement the article’s nonlinear optimal control approach, the algebraic 

Riccati equation of Eq. (84) has to be repetitively solved at each time step of the control algorithm.  

The sampling period has been chosen to be 𝑇𝑠 = 0.01  sec. The parameters of this Riccati 

equation are gains 𝑟, 𝜌 and matrix 𝑄. The method is computationally efficient because even at a PC 

with moderate processing power (multi-core i7 Intel processor at 2.8 GHz), one achieves the 

solution of the Riccati equation within a time-interval which is much shorter than the sampling 

period. Figures 4 to 19 present the state variables of the wave energy conversion unit in blue, 

highlight the associated setpoints in red, and show the estimates generated by the H-infinity Kalman 

Filter in green. It can be noted that the proposed nonlinear optimal control scheme achieves fast 

and accurate tracking of setpoints by the state variables of the PMLSG-VSC-based wave energy 

conversion system under moderate variations of the control inputs.  

The parameters that define the transient performance of the nonlinear optimal control method 

are gains 𝑟, 𝜌, and 𝑄. For relatively small values of 𝑟 , the steady-state tracking error of the state 

variables is eliminated. Additionally, for relatively large values of the elements of the diagonal matrix 

𝑄, faster convergence of the state variables to their reference values is achieved. Moreover, the 

smallest value of the attenuation coefficient 𝜌, for which one still obtains a valid solution of the 

method’s Riccati equation, is the one that provides the control loop with maximum robustness. 

 

Figure 4 Tracking of setpoint 1 for the PMLSG-VSC based wave energy conversion system 

under nonlinear optimal control (a) convergence of state variables 𝑥2 = 𝑧̇, 𝑥3 = 𝑖𝑑, 𝑥4 =

𝑖𝑑 of the PMLSG to their reference setpoints (red line: setpoint, blue line: real value, 

green line: estimated value), (b) convergence of state variables 𝑥5 = 𝑖𝑑
′ , 𝑥6 = 𝑖𝑞

′ , 𝑥7 =

𝑉𝑑𝑐, of the VSC to their reference setpoints. 
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Figure 5 Tracking of setpoint 1 for the PMLSG-VSC based wave energy conversion system 

under nonlinear optimal control (a) control inputs 𝑢1 to 𝑢3 applied to the wave energy 

conversion unit, (b) tracking error 𝑒1, 𝑒2, 𝑒3, for state variables 𝑥2 = 𝑧̇, 𝑥3 = 𝑖𝑑, 𝑥7 = 𝑉𝑑𝑐 

of the wave energy conversion unit. 

 

Figure 6 Tracking of setpoint 2 for the PMLSG-VSC based wave energy conversion system 

under nonlinear optimal control (a) convergence of state variables 𝑥2 = 𝑧̇, 𝑥3 = 𝑖𝑑, 𝑥4 =

𝑖𝑑 of the PMLSG to their reference setpoints (red line: setpoint, blue line: real value, 

green line: estimated value), (b) convergence of state variables 𝑥5 = 𝑖𝑑
′ , 𝑥6 = 𝑖𝑞

′ , 𝑥7 =

𝑉𝑑𝑐 of the VSC to their reference setpoints. 
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Figure 7 Tracking of setpoint 2 for the PMLSG-VSC based wave energy conversion system 

under nonlinear optimal control (a) control inputs 𝑢1 to 𝑢3 applied to the wave energy 

conversion unit, (b) tracking error 𝑒1, 𝑒2, 𝑒3, for state variables 𝑥2 = 𝑧̇, 𝑥3 = 𝑖𝑑, 𝑥7 = 𝑉𝑑𝑐 

of the wave energy conversion unit. 

 

Figure 8 Tracking of setpoint 3 for the PMLSG-VSC based wave energy conversion system 

under nonlinear optimal control (a) convergence of state variables 𝑥2 = 𝑧̇, 𝑥3 = 𝑖𝑑, 𝑥4 =

𝑖𝑑 of the PMLSG to their reference setpoints (red line: setpoint, blue line: real value, 

green line: estimated value), (b) convergence of state variables 𝑥5 = 𝑖𝑑
′ , 𝑥6 = 𝑖𝑞

′ , 𝑥7 =

𝑉𝑑𝑐 of the VSC to their reference setpoints. 
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Figure 9 Tracking of setpoint 3 for the PMLSG-VSC based wave energy conversion system 

under nonlinear optimal control (a) control inputs 𝑢1 to 𝑢3 applied to the wave energy 

conversion unit, (b) tracking error 𝑒1, 𝑒2, 𝑒3, for state variables 𝑥2 = 𝑧̇, 𝑥3 = 𝑖𝑑, 𝑥7 = 𝑉𝑑𝑐 

of the wave energy conversion unit. 

 

Figure 10 Tracking of setpoint 4 for the PMLSG-VSC based wave energy conversion 

system under nonlinear optimal control (a) convergence of state variables 𝑥2 = 𝑧̇, 𝑥3 =

𝑖𝑑 , 𝑥4 = 𝑖𝑑 of the PMLSG to their reference setpoints (red line: setpoint, blue line: real 

value, green line: estimated value), (b) convergence of state variables 𝑥5 = 𝑖𝑑
′ , 𝑥6 =

𝑖𝑞
′ , 𝑥7 = 𝑉𝑑𝑐 of the VSC to their reference setpoints. 
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Figure 11 Tracking of setpoint 4 for the PMLSG-VSC based wave energy conversion 

system under nonlinear optimal control (a) control inputs 𝑢1 to 𝑢3 applied to the wave 

energy conversion unit, (b) tracking error 𝑒1, 𝑒2, 𝑒3 , for state variables 𝑥2 = 𝑧̇, 𝑥3 =

𝑖𝑑 , 𝑥7 = 𝑉𝑑𝑐 of the wave energy conversion unit. 

 

Figure 12 Tracking of setpoint 5 for the PMLSG-VSC based wave energy conversion 

system under nonlinear optimal control (a) convergence of state variables 𝑥2 = 𝑧̇, 𝑥3 =

𝑖𝑑 , 𝑥4 = 𝑖𝑑 of the PMLSG to their reference setpoints (red line: setpoint, blue line: real 

value, green line: estimated value), (b) convergence of state variables 𝑥5 = 𝑖𝑑
′ , 𝑥6 =

𝑖𝑞
′ , 𝑥7 = 𝑉𝑑𝑐 of the VSC to their reference setpoints. 
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Figure 13 Tracking of setpoint 5 for the PMLSG-VSC based wave energy conversion 

system under nonlinear optimal control (a) control inputs 𝑢1 to 𝑢3 applied to the wave 

energy conversion unit, (b) tracking error 𝑒1, 𝑒2, 𝑒3 , for state variables 𝑥2 = 𝑧̇, 𝑥3 =

𝑖𝑑 , 𝑥7 = 𝑉𝑑𝑐 of the wave energy conversion unit. 

 

Figure 14 Tracking of setpoint 6 for the PMLSG-VSC based wave energy conversion 

system under nonlinear optimal control (a) convergence of state variables 𝑥2 = 𝑧̇, 𝑥3 =

𝑖𝑑 , 𝑥4 = 𝑖𝑑 of the PMLSG to their reference setpoints (red line: setpoint, blue line: real 

value, green line: estimated value), (b) convergence of state variables 𝑥5 = 𝑖𝑑
′ , 𝑥6 =

𝑖𝑞
′ , 𝑥7 = 𝑉𝑑𝑐 of the VSC to their reference setpoints. 
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Figure 15 Tracking of setpoint 6 for the PMLSG-VSC based wave energy conversion 

system under nonlinear optimal control (a) control inputs 𝑢1 to 𝑢3 applied to the wave 

energy conversion unit, (b) tracking error 𝑒1, 𝑒2, 𝑒3 , for state variables 𝑥2 = 𝑧̇, 𝑥3 =

𝑖𝑑 , 𝑥7 = 𝑉𝑑𝑐 of the wave energy conversion unit. 

 

Figure 16 Tracking of setpoint 7 for the PMLSG-VSC based wave energy conversion 

system under nonlinear optimal control (a) convergence of state variables 𝑥2 = 𝑧̇, 𝑥3 =

𝑖𝑑 , 𝑥4 = 𝑖𝑑 of the PMLSG to their reference setpoints (red line: setpoint, blue line: real 

value, green line: estimated value), (b) convergence of state variables 𝑥5 = 𝑖𝑑
′ , 𝑥6 =

𝑖𝑞
′ , 𝑥7 = 𝑉𝑑𝑐 of the VSC to their reference setpoints. 
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Figure 17 Tracking of setpoint 7 for the PMLSG-VSC based wave energy conversion 

system under nonlinear optimal control (a) control inputs 𝑢1 to 𝑢3 applied to the wave 

energy conversion unit, (b) tracking error 𝑒1, 𝑒2, 𝑒3 , for state variables 𝑥2 = 𝑧̇, 𝑥3 =

𝑖𝑑 , 𝑥7 = 𝑉𝑑𝑐 of the wave energy conversion unit. 

 

Figure 18 Tracking of setpoint 8 for the PMLSG-VSC based wave energy conversion 

system under nonlinear optimal control (a) convergence of state variables 𝑥2 = 𝑧̇, 𝑥3 =

𝑖𝑑 , 𝑥4 = 𝑖𝑑 of the PMLSG to their reference setpoints (red line: setpoint, blue line: real 

value, green line: estimated value), (b) convergence of state variables 𝑥5 = 𝑖𝑑
′ , 𝑥6 =

𝑖𝑞
′ , 𝑥7 = 𝑉𝑑𝑐 of the VSC to their reference setpoints. 
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Figure 19 Tracking of setpoint 8 for the PMLSG-VSC based wave energy conversion 

system under nonlinear optimal control (a) control inputs 𝑢1 to 𝑢3 applied to the wave 

energy conversion unit, (b) tracking error 𝑒1, 𝑒2, 𝑒3 , for state variables 𝑥2 = 𝑧̇, 𝑥3 =

𝑖𝑑 , 𝑥7 = 𝑉𝑑𝑐 of the wave energy conversion unit. 

To elaborate on the tracking performance and on the robustness of the proposed nonlinear 

optimal control method for the PMLSG and VSC-based wave energy conversion unit the following 

Tables are given: (i) Table 2 which provides information about the accuracy of tracking of the 

reference setpoints by the state variables of the wave power conversion unit’s state-space model, 

(ii) Table 3 which provides information about the robustness of the control method to parametric 

changes in the model of the wave power conversion unit’s dynamics (change ∆𝑎% in the mass 𝑀 of 

the moving part of the PMLSG), (iii) Table 4 which provides information about the precision in state 

variables’ estimation that the H-infinity Kalman Filter achieves, (iv) Table 5 which provides the 

convergence times of the wave power conversion unit’s state variables to the associated setpoints. 

Table 2 Tracking RMSE for the WEC system in the disturbance-free case. 

 𝑅𝑀𝑆𝐸𝑥1 𝑅𝑀𝑆𝐸𝑥2 𝑅𝑀𝑆𝐸𝑥3 𝑅𝑀𝑆𝐸𝑥4 𝑅𝑀𝑆𝐸𝑥5 𝑅𝑀𝑆𝐸𝑥6 𝑅𝑀𝑆𝐸𝑥7 

test1 0.0017 0.0001 0.0018 0.0027 0.0007 0.0013 0.0039 

test2 0.0020 0.0002 0.0053 0.0024 0.0061 0.0014 0.0031 

test3 0.0018 0.0002 0.0057 0.0024 0.0059 0.0013 0.0040 

test4 0.0024 0.0002 0.0051 0.0023 0.0052 0.0023 0.0055 

test5 0.0017 0.0002 0.0038 0.0022 0.0038 0.0015 0.0054 

test6 0.0029 0.0003 0.0045 0.0033 0.0052 0.0019 0.0063 

test7 0.0015 0.0003 0.0051 0.0019 0.0059 0.0016 0.0055 

test8 0.0029 0.0005 0.0068 0.0037 0.0071 0.0030 0.0107 
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Table 3 Tracking RMSE for the WEC system in the case of disturbances. 

∆𝑎% 𝑅𝑀𝑆𝐸𝑥1 𝑅𝑀𝑆𝐸𝑥2 𝑅𝑀𝑆𝐸𝑥3 𝑅𝑀𝑆𝐸𝑥4 𝑅𝑀𝑆𝐸𝑥5 𝑅𝑀𝑆𝐸𝑥6 𝑅𝑀𝑆𝐸𝑥7 

0% 0.0020 0.0002 0.0053 0.0024 0.0061 0.0014 0.0031 

10% 0.0034 0.0003 0.0053 0.0023 0.0060 0.0014 0.0032 

20% 0.0049 0.0004 0.0053 0.0023 0.0060 0.0014 0.0032 

30% 0.0065 0.0006 0.0053 0.0023 0.0060 0.0015 0.0032 

40% 0.0080 0.0008 0.0053 0.0023 0.0059 0.0015 0.0032 

50% 0.0094 0.0010 0.0053 0.0023 0.0059 0.0015 0.0032 

60% 0.0109 0.0012 0.0053 0.0023 0.0058 0.0015 0.0032 

Table 4 RMSE × 10−3 for the estimation performed by the H-infinity KF. 

 𝑅𝑀𝑆𝐸𝑥̂1 𝑅𝑀𝑆𝐸𝑥̂2 𝑅𝑀𝑆𝐸𝑥̂3 𝑅𝑀𝑆𝐸𝑥̂4 𝑅𝑀𝑆𝐸𝑥̂5 𝑅𝑀𝑆𝐸𝑥̂6 𝑅𝑀𝑆𝐸𝑥̂7 

test1 0.0825 0.6456 0.0390 0.3652 0.0003 0.0025 0.0003 

test2 0.0830 0.6890 0.0417 0.3843 0.0004 0.0027 0.0003 

test3 0.0631 0.4922 0.0422 0.3114 0.0004 0.0021 0.0003 

test4 0.0841 0.6576 0.0427 0.3781 0.0004 0.0026 0.0003 

test5 0.0638 0.4980 0.0414 0.3114 0.0004 0.0021 0.0003 

test6 0.0824 0.6442 0.0452 0.3781 0.0004 0.0026 0.0003 

test7 0.0653 0.5112 0.0398 0.3112 0.0009 0.0021 0.0003 

test8 0.0798 0.6290 0.0486 0.3784 0.0004 0.0026 0.0003 

Table 5 Convergence time (sec) for the WEC system’s state variables. 

 𝑇𝑠 𝑥1 𝑇𝑠 𝑥2 𝑇𝑠 𝑥3 𝑇𝑠 𝑥4 𝑇𝑠 𝑥5 𝑇𝑠 𝑥6 𝑇𝑠 𝑥7 

test1 0.5 3.0 5.0 4.0 2.0 3.5 7.0 

test2 0.5 3.0 7.0 7.0 6.0 3.0 5.0 

test3 0.5 3.0 7.0 4.0 7.0 3.5 5.0 

test4 0.5 2.5 5.0 4.0 2.0 3.5 7.0 

test5 0.5 3.0 5.0 3.5 7.0 4.0 5.0 

test6 0.5 2.5 5.0 4.0 2.0 3.5 6.0 

test7 0.5 2.5 7.0 3.5 7.0 3.5 5.0 

test8 0.5 2.5 5.0 3.5 2.0 3.5 6.0 

The nonlinear optimal control method, analyzed in the present article, is novel compared to past 

attempts to solve the nonlinear optimal control problem for renewable energy systems. Unlike past 

approaches, in the new nonlinear optimal control method, linearization is performed around a 

temporary operating point, which is defined by the present value of the system’s state vector and 

by the last sampled value of the control inputs vector and not at points that belong to the desirable 

trajectory (setpoints). Besides, the Riccati equation used for computing the feedback gains of the 
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controller is new, and so is the global stability proof for this control method. Compared to NMPC 

(Nonlinear Model Predictive Control), which is a popular approach for treating the optimal control 

problem in electrical machines and drives, the new nonlinear optimal (H-infinity) control scheme is 

of proven global stability and the convergence of its iterative search for the optimum does not 

depend on initial conditions and ad-hoc parametrization of the controller. Notably, the nonlinear 

optimal control method is more applicable to a broader class of dynamic systems than approaches 

based on the solution of State Dependent Riccati Equations (SDRE). The application of SDRE 

approaches is limited to dynamic systems that can be transformed into the Linear Parameter 

Varying (LPV) form. Besides, the nonlinear optimal control method performs better than nonlinear 

optimal control schemes, which use the approximation of the solution of the Hamilton-Jacobi-

Bellman equation by Galerkin series expansions. The stability properties of the Galerkin series 

expansion-based optimal control approaches are still unproven. Finally, it is worth noting that the 

results presented in the article have implications for industrial applications and hold the potential 

for utilization in various electric power generation schemes. 

7. Conclusions 

Wave energy conversion is a promising approach for raising the electricity rates produced from 

renewable energy sources. To this end, the present article has proposed a novel nonlinear optimal 

control method for the dynamic model of wave energy conversion systems, which comprises a 

Permanent Magnet Linear Synchronous Generator (PMLSG) serially connected with a three-phase 

AC/DC Voltage Source Converter (VSC). It has been proven that the dynamic model of the PMLSG-

VSC-based wave energy unit is differential flat, which stands for an implicit proof of the system’s 

controllability. Moreover, through successive differentiations of the system’s flat outputs, the 

associated dynamic model has been written in the input-output linearized form, and a stabilizing 

feedback controller has been designed about it using the eigenvalues assignment concept. In order 

to circumvent the complex and protracted state-space model transformations associated with the 

control above method, the article introduces a nonlinear optimal control method for the PMLSG-

VSC-based power unit. The latter method does not need complex transformations of the state-space 

description or any changes in state variables. Conversely, it guarantees rapid and precise tracking 

of reference setpoints by all wave energy conversion system state variables, even under moderate 

variations of the wave energy conversion unit. 

In the nonlinear optimal control method, the dynamic model of the PMLSG-VSC-based wave 

energy conversion unit undergoes approximate linearization with the use of first-order Taylor series 

expansion and through the computation of the associated Jacobian matrices. The linearization 

process takes place at each sampling instance around a temporary operating point, defined by the 

present value of the system’s state vector and by the last sampled value of the control inputs vector. 

A stabilizing H-infinity feedback controller is designed for the approximately linearized system 

model. To select the controller’s feedback gains, an algebraic Riccati equation has to be repetitively 

solved at each time step of the control algorithm. The global stability properties of the control 

scheme are proven through Lyapunov stability analysis. Initially, it is shown that the control loop 

meets the H-infinity tracking performance criterion, indicating its robustness to model uncertainty 

and external perturbations. Furthermore, it is established that global asymptotic stability conditions 

are also satisfied under moderate conditions. The H-infinity Kalman Filter has been used as a robust 
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state estimator to implement sensorless feedback control without measuring the entire state vector 

of the PMLSC-VSC-based energy conversion system. The satisfactory performance of the nonlinear 

optimal control approach for the PMLSG-VSC power unit has been further confirmed through 

simulation experiments. 
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