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Abstract  

Background: Previous studies have reported that coordinate information (i.e. distance 

between any two objects in a specific direction) is encoded differently from Virtual Reality 

(VR) and physical scenes. However, the accuracy of encoding categorical information (i.e. 

relative positions of objects) from VR scenes has not been adequately investigated. During 

this study, we used a novel rotating visual scene to study the effects of aging, prior 

experience with VR, and dementia on the accuracy of encoding categorical information 

between physical and virtual environments.  

Methods: We recruited a cohort of 60 cognitively-healthy older adults, with and without 

previous VR experience (Experiment 1), as well as 18 older adults with mild to moderate 

Alzheimer disease (AD) (Experiment 2). During both of the experiments, the participants 

were asked to attend to a target window in a virtual or real small-scale model building 

(dependent upon group assignment) as the building was rotated around its vertical axis in 
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depth of the scene. Participants were required to verbally judge the final position of the 

target in terms of direction (e.g., left, right, back, and front) with respect to the entrance of 

the buildings after the full rotation has stopped. A score was calculated for each participant 

based on s/her accuracy in locating the target window.  

Results: Healthy older adults succeeded in accurately localizing the target's position from 

both environments, whereas individuals with AD were only able to encode the target’s 

position from the physical environment.  

Conclusions: Our results suggest the inability to encode from a rotating VR scene might be a 

symptom of dementia. 
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1. Introduction 

Successful navigation in virtual reality (VR) environments primarily relies on having visuospatial 

abilities, particularly spatial encoding. To develop a functional spatial representation of a VR 

environment, the observer must encode objects, their locations and the spatial relations among 

these objects. These spatial relationships can be encoded either by categorical information (i.e. 

relative positions of objects such as left/right or front/behind) or coordinate information (i.e. 

distance between any two objects) [1, 2]. Several studies have shown distinct neuronal networks 

are engaged with these two types of spatial encoding [3,4]. Distances based on the coordinate 

system have been widely reported to be underestimated when encoded from a VR scene 

compared to an identical physical replica [5, 6]. However, the accuracy of encoding categorical 

relationships from VR scenes has not been investigated adequately; this is the focus of our study. 

The ability to encode spatial relationships is usually investigated by either providing a survey 

(map) view of an environment to participants or allowing them to have a direct navigation 

experience within an environment. These two encoding methods are shown to engage different 

neuronal substrates [7], involve different cognitive processes [8], and lead to different types of 

spatial knowledge [9]. To compare the encoding of categorical information from a physical 

environment and its virtual replica, an aerial (survey) view of the environment is not traditionally 

used. This is because survey views typically do not provide sufficient differences in the visual 

properties of these two types of environments to provide meaningful comparisons. Therefore, 

previous studies have used direct navigation of the environments to compare participants’ spatial 

encoding abilities [10-12]. Generally, studies using this approach have only reported inferior 

spatial encoding in VR environments in terms of general acquired spatial knowledge. However, 

spatial categorical relationships have not specifically been examined. 

Using a navigational paradigm to assess spatial encoding may include potential confounding 

factors. First, navigating within an environment usually involves higher-order cognitive processes 

in addition to spatial encoding, such as proficiency with the VR interface, which has been found to 

contribute to substantial individual differences in the ability to acquire spatial information from a 

VR environment [13, 14]. Particularly when comparing between VR and physical environments, 
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the differences between vestibular and proprioceptive feedback in the two environments have 

been found as a cofounding source of difference [15-17]. However, without navigation, providing 

a ground-level static view of a VR environment may not always be sufficient for examining the 

encoding of spatial relationships among objects, as some objects or structural entities may 

occlude others. Therefore, during this study, we used a novel method to examine the accuracy of 

encoding spatial categorical relationships, which allowed us to address these remaining issues. 

Specifically, we developed a paradigm permitting us to examine whether participants encode 

spatial categorical relationships among objects in a similar manner when encoding them from a 

rotating physical building (model sized) or a VR replica of the building. 

Rotating visual scenes or objects have been widely used for investigations of object-recognition 

[18] and visual change-detection [19, 20]. However, their application for studies of spatial 

encoding has not received much attention [21, 22]. The rotating scene, which changes 

continuously in a regular and predictable manner, presents the observer with a different view 

each moment in time. The visual system has been suggested to integrate these different views 

into a coherent 3D mental representation (i.e. scene integration) [21, 23].  

For our proposed paradigm, participants are asked to attend to a target window in a virtual 

building (a reference object) as the building was being rotated around its vertical axis in depth of 

the scene (passive visual exposure). This visual target was initially not visible but entered the 

observer’s visual field and then subsequently disappeared as the building continued to rotate. The 

participant was required to judge the final position of the target after the 360° rotation has 

stopped. The position of the target could only be encoded in terms of directions (e.g., left, right, 

back, and front) with respect to the entrance of the building (e.g. “the target was on the left side 

of the building”). Therefore, the paradigm we designed may provide a complementary and novel 

approach for investigating spatial categorical encoding from VR and physically rotating scenes. 

Furthermore, this approach allowed us to examine the possible effects of participant age and prior 

VR experience, as well as the possible differences among healthy aging individuals compared to 

those with dementia, on spatial encoding abilities. 

Aging is recognized as one of the important influential factors on spatial abilities [24]. However, 

many previous studies comparing virtual and real-world paradigms have not included the 

evaluation of possible effects of aging. We have only found four studies to date [25-28] that have 

directly compared age-related differences of navigational processing in physical and virtual 

environments. Nevertheless, these studies have focused on navigational abilities without including 

a direct comparison of VR and physical age-related effects on spatial encoding. Interestingly, aging 

has shown to have more of a detrimental effect on spatial encoding during a VR navigation task in 

comparison to VR map reading task (aerial view) [29]. Furthermore, older adults also show slower 

processing speeds [30] and reduced activation in related brain areas when making categorical 

relational judgments on a 2D screen [31]. To the best our knowledge, the effect of normal aging 

on spatial encoding during tasks of categorical spatial encoding from 3D rotational scenes has not 

been yet investigated. Following our previous study on younger adults [32], one of the main goals 

of the current study was to investigate spatial encoding from VR and physical rotational scenes by 

healthy older adults and those with cognitive decline.  

During our previous study, younger adults (24-36 years) showed a similar ability to acquire 

categorical spatial knowledge when presented in the form of either a physical or a virtual building, 

and they were able to transfer information when required to navigate through the VR building 
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[32]. However, compared to older adults, younger adults usually have much more experience with 

VR through media, such as gaming, prior to their participation in VR studies. Considering the 

reported positive effect of having VR-game experience on learning from VR environments by both 

younger [33-35] and older adults [14, 36], we were interested in examining whether VR 

experience would influence older adults’ ability to categorically encode spatial information from 

our rotational scenes. Therefore, we included two groups of older adults, one with and one 

without previous VR experience.  

The last factor investigated in this study was the influence of cognitive impairment on spatial 

encoding. Impairment in visuospatial abilities has been suggested as an early symptom of 

Alzheimer’s disease (AD) [37]. In particular, categorical spatial memory function has been shown 

as a discriminative factor between individuals with AD and Mild Cognitive Impairment (MCI) [38]. 

However, the effect of cognitive impairment on the ability to categorical encode spatial 

information from a 3D rotational scene task (either VR or physical) has not yet been examined. 

Inspired by our previous study on individuals with AD (60 – 83 years), who were only able to 

accurately locate a target when viewing a physical, but not a VR, building [39] , we compared the 

performance of a cohort of individuals with mild to moderate AD during our current task, with 

both the VR and physical buildings. The objective of this aspect of the study was to determine 

whether the ability to encode a target location from our rotating VR scene was reduced in normal 

age-relate cognitive decline, or whether it may be a symptom of diseased aging.  

2. Materials and Methods 

2.1 Design of Virtual and Physical Environment 

For building the virtual environment, a three-story virtual building was designed using VC++.Net 

and OpenGL library (Figure 1a). On each wall of the building, and at each floor, there were three 

windows, a large central window and two identical smaller windows to the left and to the right. 

The building looked identical from every side, except for the front side that had an entrance door 

located on the first floor. For each trial, one of the 16 left/right corner windows was randomly 

illuminated, and the building was rotated clockwise around its vertical axis in depth of the scene 

through 360° (16 seconds for one full rotation). 

The design of physical environment was aimed to replicate the virtual environment with a 10-

fold reduction in scale (Figure 1b). There were 24 rooms in the building, out of which 16 could be 

selected randomly as target rooms. Thus, in the physical building, each room had a designated LED 

light in a window that was turned “ON” if the room was selected as a target. The 16 LEDs were 

connected using a charlieplexing configuration. Thus, only 5 pins were used to control the 16 LEDs. 

The building rotated using a 12-volt battery powered, spiral-gear attached to a permanent magnet 

DC motor. To control the rotation and the angular velocity of the building so that it was the same 

for each trial, a touch-less magnetic encoder AS5134, made by Austrian Micro Electronics, was 

employed. The magnetic encoder provided the absolute position as well as the angular velocity.  
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Figure 1 (a) Outdoor view of the virtual building. (b) Outdoor view of the physical 

building (scale 10:1). For both environments, the target window is shown illuminated 

with a green light. The target window is located on the right-hand side of the second 

floor for illustrative purposes only (as the position was randomized during the study). 

The physical building was controlled using an Arduino based software running on an 

ATMEGA328P microcontroller. Foremost, a velocity controller loop regulated the torque implied 

to the actuation motor. The velocity controller was based on a proportional-differential (PD) 

controller. Cascading the velocity control loop, a position controller executed a trapezoidal 

velocity profile (acceleration, constant speed, and deceleration). This ensured a smooth rotational 

motion by the building to mimic the rotation in the VR. In addition, the controller of the building 

received commands from the host computer running the VR engine to execute appropriate 

commands. The commands were transmitted over a virtual serial port implemented on a 

Bluetooth radio link. The host computer sent a command based on the target room (window), 

required motion and required velocity. 

2.2 Experiment Design 

Participants performed a Target Mapping Phase, during which they were required to encode 

the location of a target item. Each participant was seated on a chair facing the entrance of a three-

story building, which was presented either in a VR medium (i.e. a laptop screen) or as a scaled 

down (1:10) physical replica of the VR version (see Figure 1). Participants completed an initial 

Target Mapping phase, by either viewing the position of a target in the virtual environment (group 

Virtual), or the scaled-down physical model of the virtual environment (group Physical).  

In the case of making correct object-centered relational judgments during the Target Mapping 

phase, the acquired spatial knowledge was further assessed by evaluating how well the older 

adults could transfer this knowledge to VR navigation. During the Navigation phase, each 

participant was asked to virtually navigate through the building, using a VR Navigation task 

previously designed and evaluated by our team [40] in search of the observed target window seen 

in the Target Mapping phase. Figure 2 shows an illustration of the experimental design. 
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Figure 2 Schematic model of the experimental design for Experiment 1. During the 

Target Mapping phase, the participants observed the location of the target window in 

either the virtual building or the physical model building. During the Navigation phase, 

all participants navigated through the virtual building in search of the target window. 

2.3 Experiment Procedure 

Prior to starting the experiments, participants’ cognitive function was assessed using the 

Montreal Cognitive Assessment (MoCA) [40, 41]. MoCA is a brief measure of global cognitive 

function developed to detect cognitive impairments. MoCA includes seven subtests for examining 

cognitive components such as visuospatial ability, executive function, attention, language, 

abstraction, short-term memory and awareness of present time and location, with a total score of 

30; normally a MoCA score of <26 is associated with some cognitive impairment.  

During each trial, with either the virtual or the physical condition, one of the windows of the 

building was randomly chosen as the target window, which was indicated by its illumination. The 

target window (herein referred to as target) was always one the 16 left/right corner windows 

(never a central window) on either the 2nd or 3rd floor. To show the target to the participant, the 

building was virtually or physically rotated clockwise through 360° (16 seconds for one full 

rotation), allowing participants to view the location of the target window from outside the 

building (Figure 1).  

To determine if participants learned the location of the target, after each rotation the 

participant was asked to verbally state the location of the target. The participant was assigned 2 

points if they identified the wall on which the target was located (herein referred to a side) or a 

score of 0 if they were incorrect. If the participant correctly identified the side location of the 

target, they were subsequently asked to identify the location of the target relative to the central 

window (left or right); correct responses were assigned an additional 1 point. Each participant 

experienced six trials, the target was shown from each hidden side of the building (left, right and 

back) twice in a pseudo-random order. The average number of points accumulated from each side 

was summed. Thus, the total score of a participant could range from 0 to 9.  
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2.3.1 Experiment 1 

During Experiment 1, the acquired spatial knowledge of older adults was further assessed by 

evaluating how well they could transfer this knowledge to VR navigation. To move through the 

virtual building, participants physically pushed a specialized wheelchair (VRNChair; Figure 3a) 

designed by our team [42]. Within the virtual building, other than a set of centrally positioned 

stairs, there were no other landmarks (Figure 3b). When the participant started navigating, the 

target window was not illuminated. However, upon entering the room with the target window, 

the light in the window was illuminated, and a recorded voice announced “Good Job” providing 

positive feedback to the participant. Once the participant successfully located the target window, 

a new trial was started from the same starting position in front of the building. This procedure was 

repeated for six trials. Before beginning the navigation phase, each participant was given two 

practice trials navigating within the VR environment. 

 

Figure 3 Movement within the virtual environment. (a) Navigation in the virtual 

building required pushing the wheelchair through a large open room, and (b) Indoor 

view of one floor within the virtual building.  

The optical flow of transitional movement is calibrated such that distance traversed in the 

physical environment is reflected by a scaled down (logarithmic) distance in the VR environment 

to limit the exploration space of the participant and to prevent him/her from colliding with the 

walls in the physical space of the experiment. However, the rotational movement is calibrated 

such that a rotation of 360° by the VRNChair in the physical environment produces exactly 360° of 

rotation in the virtual environment. In summary, the designed VRNChair merges the sense of 

motion observed by the vision (optical flow) with the inertial sense of motion of the participant. 

Our experimental observations show that our design removes motion sickness effect well-known 

in virtual reality studies of older adults. 
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2.3.2 Experiment 2 

An initial assessment showed that none of the participants with AD (n=18) were able to 

successfully navigate in the VR environment. This failure was primarily due to participants being 

unable to recognize the location of the target window, even after a second rotation of the building. 

During instance where the experimenter explicitly stated the location of the target, and the 

participant was encouraged to continue to search for the target, the participants showed some or 

all of the following symptoms: 1) they were not able to find the target window within the specified 

time limit, 2) they were unable to remember or report the previously stated target location, or 3) 

they adopted a trial-and-error strategy for locating the target window. Therefore, in Experiment 2, 

older adults with AD were only assessed in Target mapping phase of the experiment. 

2.4 Participants 

All participants signed an informed consent form approved by the Health Research Ethics Board 

of the University of Manitoba (HS11295 (H2009:033), approved on May 2012) prior to 

participation. 

2.4.1 Experiment 1 

Sixty older adults (32 women) including 30 VR-novice and 30 VR-experienced individuals with 

an age range of 55 to 81 years (66.0 ± 5.7 years) were recruited for this study. As the focus of the 

experiment was to assess cognitively-intact older adults, three participants (2 Novice and 1 

Experienced) were excluded as they scored lower than 26 on the MoCA. The participants in VR-

novice and VR-experienced were matched in terms of age and MoCA score. The participants in the 

VR-experienced cohort (n=29, 18 women) had participated in our previous Virtual Reality 

Navigation (VRN) study [40] approximately 8 months prior to participating in the current study. 

The participants in the VR-novice cohort (n=28, 13 women) had not participated in any previous 

VR-based experiment, nor had any other VR experience (self-reported). All participants were right-

handed with normal or corrected-to-normal vision and were free from any known neurological or 

psychiatric disorders. 

 The participants in the VR-novice and VR-experienced cohorts were further subdivided into 

two groups, with one group completing the physical building task (i.e. physical group) and the 

other completing the VR task (i.e. virtual group). The participants of the subgroups (approximately 

15 in each subgroup) were matched for age and MoCA score. For a summary of the participant 

details, see Table 1. 

Table 1 Specifications of participants’ groups (mean ± standard deviations). 

 Target Mapping 

Group 

Age MoCA Sample Size 

(female/male) 

VR-Novice 

Cohort 

Physical 68.1 ± 4.1 28.4 ±1.7 13 (4/9) 

Virtual 67.0 ± 5.6 28.1 ± 1.6 15 (9/6) 

VR-Experienced 

Cohort 

Physical 65.3 ± 7.5 28.1 ± 1.7 14 (8/6) 

Virtual 65.0 ± 5.6 28.7 ± 1.3 15 (10/5) 
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Our previous research [40], using the same navigational test on a larger group of participants, 

revealed no significant effect of gender on spatial updating across different ages or MoCA groups. 

Therefore, although we attempted to maintain a similar proportion of men and women, we did 

not completely balance gender in each of our experimental groups. 

2.4.2 Experiment 2 

Eighteen (8 females) volunteers with varying degrees of AD, with an age range of 57–86 years 

(71.4 ± 8.8 yrs) and MoCA score range of 7 to 25 (17.6 ± 6.2), participated in this study. All 

participants and their primary caregiver (in case a participant deemed not competent to give 

consent) signed the informed consent form prior to the experiments. The inclusion criteria for our 

study were: 1) being diagnosed of AD by their treating physician, and 2) having a MoCA score 

lower than 26.  

2.5 Data Analysis 

During Experiment 1, the outcome measures were divided into according to the Target 

Mapping phase and the Navigation phase. For the Target Mapping phase, participants received a 

score (out of a possible 9) for their accuracy in reporting the location of the target. During each 

trial of the Navigation phase the participants’ trajectory, visited room(s) along with the total 

traversed distance and time to locate the target room were logged. For each participant, three 

dependent variables were examined: the average time (in seconds) spent navigating (navigation 

duration), the total traversed distance (in virtual meters) until entering the target room 

(navigation distance), and the “Error score” which is a weighted sum of plausible errors made by a 

participant when searching for the target room [32, 39, 40]. This score included the number of 

unsuccessful trials, in which a participant “gave up” without reaching the target room, the number 

of successful trials achieved by using a trial-and-error strategy, the number of errors made when 

determining cardinal direction of the target (e.g., left, right, back, or front side of the building), the 

number of errors made when determining the relative position of the target (e.g. front/back end 

of the left side), and the number of errors made when determining the floor on which the target 

was located. During a recent study [40], we showed that Error Score was a reliable and sensitive 

measure when examining age-related spatial decline. 

We performed a Multivariate Analysis of Variance (MANOVA) with the type of cohort (VR-

Novice and VR-Experienced) and encoding condition (Physical and Virtual) as fixed factors. To test 

the hypotheses that experience, and/or the type of environment does not affect spatial updating 

(a null hypothesis), a Bayesian ANOVA was employed on each dependent variable using JASP 

0.8.0.0 software [43]. The primary outcome of Bayesian ANOVA was selected as Bayes Factor [44] 

of null hypothesis over alternative hypothesis (     .  

During Experiment 2, statistical analyses were as described for the target mapping phase of 

Experiment 1, with the exception that VR experience was not considered a factor for this 

Experiment. A Wilcoxon signed-rank test was employed to investigate any significant differences 

between the results of the virtual and physical rotation conditions.  
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3. Results 

3.1 Experiment 1 

All groups of older adults succeeded in accurately localizing the target's position during either 

the VR or physical buildings (Mean ± Standard Deviation = 8.6 ± 0.7). Therefore, there was no 

significant differences between encoding from virtual and physical conditions in both VR-

Experienced and VR-Novice cohorts during the Target Mapping phase.  

For the Navigation phase, the results are summarized in terms of the average time spent 

navigating, the average traversed distance until the participant entered the target room, and Error 

score (see Table 2). A MANOVA revealed no significant interactions between gender and the 

factors of interest including the type of encoding environment (F (3, 50) =.61, p > 0.05; Wilk’s Λ 

= .96), the VR experience (F (3, 50) =.71, p > 0.05; Wilk’s Λ = .95) and the encoding and experience 

interaction (F (3, 50) =.51, p > 0.05; Wilk’s Λ = .97). 

Table 2 Results of the VR-Novice and VR-Experienced cohorts on the three main 

measurements (mean ± standard deviations). 

 Encoding 

Condition 

Error Score Average Time 

(sec) 

Average 

Distance (m) 

VR-Novice  

Cohort 

Physical 24.0 ± 13.5 127.1 ± 44.5 25.1 ± 16.4 

Virtual 25.7± 16.5 158.0 ± 74.9 24.3 ± 14.8 

VR-Experienced 

Cohort 

Physical 19.9 ± 17.1 125.5 ± 42.0 22.7 ± 12.7 

Virtual 22.3 ± 12.8 120.3 ± 41.4 22.1 ± 9.2 

The analysis showed significant main effects for the type of encoding environment [Physical, 

Virtual; F (3, 51) =.46, p > 0.05; Wilk’s Λ = .97], and the effect of VR experience [VR-Novice, VR-

Experienced; F (3, 51) =.64, p > 0.05; Wilk’s Λ = .96] but no significant interaction of encoding 

environment and VR experience (F (3, 51) =.83, p > 0.05; Wilk’s Λ = .95). Consequently, the tests of 

between-subjects effects revealed no significant differences for any of the dependent variables.  

A Bayesian ANOVA was calculated to determine the strength of our null results. A Bayesian 

Factor greater than 3 is typically considered as evidence to support a null hypothesis [44]. This 

ANOVA showed that for the effect of encoding environment during the Navigation phase, the null 

hypothesis was almost four times more likely than the alternative hypothesis on Error Score 

(          ) and Average Duration (         ), as well as about three times more likely on 

Average Distance (         ). For the effect of experience, the null hypothesis was also shown 

to be more likely for the dependent variable of Average Distance (      3.25). However, for 

Error Score (         ) and Average Duration (      1.28) the null hypothesis was less 

supported. Thus, the encoding environment provided the best support of a null hypothesis. To 

summarize, in Experiment 1, we found no significant difference between the spatial knowledge 

acquired from virtual and physical rotations for both groups of VR-Experienced and VR-Novice 

older adults. Results from the Navigation phase revealed no significant differences between the 

groups.  
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3.2 Experiment 2 

The AD participants, on average, obtained considerably higher scores during the physical 

condition (Mean ± Standard Deviation = 5.8 ± 4.3) compared to the virtual condition (1.7 ± 3.1). A 

Wilcoxon signed-rank test showed the significance of this difference (Z = -2.87. p = 0.004). 

Considering the wide range of MoCA scores for the AD participants, it was of interest to 

investigate the potential relationship between MoCA scores obtained and the difference between 

Physical and Virtual scores. As the variable representing the difference between physical and 

Virtual scores was ordinal, a Kendall's tau-b correlation was conducted to determine the 

relationship between this variable and MoCA score amongst participants with AD. Although the 

overall correlation was not found significant (τb = 0.375, p = .08), after removing an outlier 

participant (Female, age: 83 yrs , MoCA score: 9, Physical rotation score: 9, Virtual rotation score: 

0), the correlation between MoCA scores and Physical-Virtual score difference became statistically 

significant (τb = .52, p = .04). This finding indicates that having a higher MoCA score correlates with 

performing better in Physical rotation test. 

4. Discussion 

We report on using a VR rotational scene as a new paradigm for the study of spatial encoding, 

alongside map reading and direct navigation methods. This paradigm permitted the investigation 

into the possible differences between VR and physical categorical encoding of 3D spatial 

relationships. The lack of significant differences between the VR and physical encoding conditions 

from our previous research examining younger adults [32], and the current performance similarity 

for both VR-Novice and VR-Experienced cognitively-healthy older adults, suggests that the ability 

to encode categorical information from a rotating virtual/physical scene may not be influenced by 

healthy aging nor inexperience with VR environments. Our results from the navigational 

performance of VR-Novice and VR-Experienced cognitively-intact older adults are consistent with 

the physical-virtual similarity with respect to aging effects reported by previous studies [25, 26-28].  

Our findings from individuals with AD is promising in terms of revealing a selective impairment 

in the processing of virtual information due to effects of dementia. This result is consistent with 

previous studies suggesting the impairment in visuospatial abilities as a sign of dementia [37]. 

Particularly, this finding may extend the reported ability of categorical spatial memory function in 

2D scenes for discriminating between AD and MCI individuals [38] to 3D scenes. In line with the 

results of our previous study examining individuals with dementia (60 – 83 year) [39], which 

showed their selective inability to encode spatial information from a rotational VR task, the results 

of the current experiment suggests the inability to acquire categorical information from a 

rotational VR scene is likely a symptom of dementia. 

The current study may be criticised due to the non-immersive methodology used during the VR 

environment. However, studies comparing desktop virtual reality and head-mounted displays 

(HMD), usually report the similar performance using these the two paradigms, but with a greater 

incidence rate of motion sickness for HMDs [45-48]. Furthermore, some studies have shown that 

participants using a desktop display may extract more information from a non-immersive desktop 

VR environment than participants who used a HMD [49]. Moreover, it is known that using HMD 
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can lead to less accurate estimations of coordinate information [5, 6] compared to real-world 

tasks.  

It may be speculated that the underlying cognitive mechanism responsible for extracting 

categorical information from a rotational scene may be spared even during diseased aging 

processes. However, it seems that VR rotation may not sufficiently trigger the same mechanisms 

for individuals with AD possibly due to their well-documented low-level deterioration in motion 

perception and depth perception [50, 51]. Particularly, individuals with AD are reported to be 

impaired in their ability to construct shape-from-motion, and other visuospatial production 

abilities [52]. However, this notion requires further investigation. Interestingly, one of our 

previous studies showed that individuals with MoCA scores lower than 25, and those with AD, 

perceive the rotational duration of the VR building differently compared to cognitively-intact older 

adults, as they had a significant tendency to overestimate of the duration of the rotation [53]. This 

suggests important dementia-related differences in the processing of rotation from VR, probably 

due to different low-level visual processing.  

The selective impairment, found during current study, for the encoding of rotation during the 

virtual task might be explained due to the primary role of the Parahippocampus (PHC) for 

encoding spatial locations of landmarks and their topographic relationships from visual scenes [54]. 

This area has been shown to be activated during when retrieving information acquired from both 

virtual and real-world environments [55]. Although PHC has been suggested to be preserved 

during normal aging processes [56, 57, 58], it has been shown to undergo abnormal atrophy as a 

result of dementia [59, 60, 61]. 

One limitation of the current study is that, despite efforts to achieve maximum similarity 

between the physical and virtual buildings, as can be seen from Figure 1, some differences were 

apparent. For instance, the dimension of the windows, and the distance between the outside 

windows and the edges of the building, were not the same between the two types of buildings. 

Although recognizing these differences, and suggest that future research should minimize such 

inconsistencies, these coordinate-based differences are not expected to substantially affect the 

outcome of the experiments aimed to evaluate the encoding of categorical spatial information. 

As a future step, adding standard depth perception and motion perception tests to the 

assessment of AD patients would aid in understanding the observed differences between the 

encoding of spatial information during the virtual and physical spaces, during the current study. 

Another potentially informative approach, would be to examine the eye movements of individuals 

with AD and healthy controls (sex- and age-matched) during the encoding of the target when 

undergoing virtual and physical rotation. The possible differences seen between these groups, for 

type of environment, as well as latency and duration of gaze fixation, might shed light on the 

cognitive findings reported here, and is one of the next steps for our program of research. 

5. Conclusions 

Our findings contribute to the current knowledge regarding the effect of aging and Alzheimer’s 

disease on cognition and perception. The results support previous research showing a 

deterioration in motion perception, depth perception and the ability to construct shape-from-

motion by individuals with Alzheimer’s disease, while also extending this knowledge to the use of 

three-dimensional Virtual Reality environments. This research shows, for the first time, that the 
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ability to encode categorical information from a rotating virtual scene is likely not affected by 

healthy aging or experience with VR, but might a symptom of dementia. 
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